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(57) ABSTRACT 

A cognitive assistant system which includes an episodic-
based time-framed cognitive scaffold and visual comprehen-
sion platforms for building coherence and comprehension, 
facilitating learning, deepening understanding and improv-
ing the efficiency of problem solving and decision-making 
of a particular user. A method, a system, an apparatus, and 
a computer readable medium are provided for cognitive 
assistance. The method includes obtaining and dividing 
multimedia data into cognitive blocks based on the user 
input. The method further includes generating a comprehen-
sion block that corresponds to a respective cognitive block 
where the comprehension block includes enrichment data 
related to the respective cognitive block and is linked to the 
respective cognitive block to thereby form at least one 
cognitive insight with respect to the multimedia data. The 
comprehension block is provided based on a consecutive 
output of the cognitive blocks being paused at the respective 
cognitive block. 
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APPARATUS, METHOD, AND SYSTEM OF 
COGNITiVE ASSISTANCE FOR 

TRANSFORMING MULTIMEDIA CONTENT 
INTO A COGNITiVE FORMATION 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

10001] This application is a Divisional Application and 
claims priority to U.S. Non-Provisional application Ser. No. 
17/002,346, filed Aug. 25, 2020, titled "Apparatus, Method, 
and System of Cognitive Assistance for Transforming Mul-
timedia Content into a Cognitive Formation", which claims 
priority from U.S. Provisional Application No. 62/976,078, 
filed on Feb. 13, 2020, titled "System and Method of 
Episodic-Based Cognitive Scaffold and Visual-Comprehen-
sion Platform for Building Coherence and Deepening 
Understanding for Improving the Efficiency of Decision-
Making and Problem Solving of a User", the contents of 
which are incorporated herein by reference in their entire-
ties. 

BACKGROUND 

1. Field 

10002] Apparatuses, methods, systems, and computer 
readable mediums consistent with exemplary embodiments 
broadly relate to cognitive technology. 

2. Description of Related Art 

10003] World of information grows exponentially. People 
are challenged to learn and use information from an infnite 
number of sources to make decisions and solve problems. To 
evaluate the relevance of information, people need to obtain 
its contextual background. To use information effectively, 
people need guidance to gather various information and a 
platform to perform cognitive tasks. Cognitive tasks may 
include linking and enriching information, solving a prob-
lem, and making a decision. 
10004] In related art, people go to school to learn infor-
mation and obtain skills for problem-solving and decision-
making. Well-known schools and professors often provide 
contextual background such as proven experiments or prac-
tical case studies as cognitive-reference guides for under-
standing of the content. However, it is not easy for all 
students to retain the links between the learned content and 
its contextual background due to the limitations of human 
memory. 
10005] Internet is a vast source of information. However, 
it is even more difficult for people to use information from 
the Internet effectively due to lacking both contextual back-
ground and cognitive-reference guides. 
10006] Thus, there is a need for a system that helps people 
improve their learning and use of information. The system 
needs to transfer information into cognitive-formatted infor-
mation that includes comprehension of users. The system 
needs to provide contextual-reference frames for building 
coherence. The system also needs to provide cognitive-
reference guides and platform for facilitating comprehen-
sion-building, decision-making, and problem-solving. 
10007] The above information is presented as background 
to a state of the computerized arts and only to assist with 
understanding of the present disclosure. No determination 
has been made, and no assertions are made that any of the 
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above descriptions are applicable as prior art with regard to 
the present disclosure. The information presented only 
describes related art techniques, which could be techniques 
based on internal knowledge of the Applicant. 

SUMMARY OF EXEMPLARY EMBODIMENTS 

10008] In one or more exemplary embodiments, a com-
puterized system is provided. The system generates a user 
scaffold including consecutive modular time-framed scaf-
folding segments, in which the lengths of the scaffolding 
segments are equal and predetermined. In one or more 
exemplary embodiments, each modular time-framed scaf-
folding segment includes a reference time point, a compre-
hension board, and one or more comprehension guides. 
10009] In one or more exemplary embodiments, a com-
puterized system receives and divides content into consecu-
tive modular episodes, in which the lengths of modular 
episodes are equal and equal with the length of the episodic 
time-framed scaffolding segment. 
10010] In one or more exemplary embodiments, a com-
puterized system identifies reference time point for each 
episode, creates episodic blocks, a semantic block for each 
episodic block, and stamp reference time point on each 
episodic block and semantic block. 
10011] In one or more exemplary embodiments, the sys-
tem generates a comprehension block by gathering, process-
ing, and linking semantic blocks on the respective generated 
comprehension board, and stamps reference time point on 
each generated comprehension block. 
10012] In one or more exemplary embodiments, the sys-
tem stores the generated comprehension block in the gen-
erated comprehension board. 
10013] Illustrative, non-limiting embodiments may over-
come the above disadvantages and other disadvantages not 
described above, and also may have been developed to 
provide solutions to other disadvantages and problems that 
were not described above. However, a method, an apparatus, 
a system, and a computer readable medium that operates 
according to the teachings of the present disclosure are not 
necessarily required to overcome any of the particular 
problems or disadvantages described above. It is understood 
that one or more exemplary embodiment is not required to 
overcome the disadvantages described above, and may not 
overcome any of the problems described above. The 
appended claims should be consulted to ascertain the true 
scope of the present disclosure. 
10014] According to an aspect of various exemplary, non-
limiting embodiments, a computerized method is provided. 
The method provides cognitive assistance. The method 
includes obtaining, by a computer, multimedia data and first 
user input, dividing, by the computer, the multimedia data 
into a plurality of cognitive blocks based on the first user 
input, and obtaining, by the computer, second user input. 
The method further includes generating, by the computer, a 
comprehension block that corresponds to a respective cog-
nitive block from among the plurality of cognitive blocks, 
wherein the comprehension block includes enrichment data 
related to the respective cognitive block, linking the com-
prehension block with the respective cognitive block to 
thereby form at least one cognitive insight with respect to the 
multimedia data, and providing the comprehension block 
based on a consecutive output of the plurality of cognitive 
blocks being paused at the respective cognitive block. 
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10015] According to various exemplary, non-limiting 
embodiments, dividing the multimedia data into the plurality 
of cognitive blocks may include dividing the multimedia 
data into a plurality of cognitive resolution units (CRUs), the 
CRUs are equal in length and correspond to a specious 
present, stamping a unique video identifier (ID) on each of 
the plurality of CRUs, grouping at least two consecutive 
CRUs into the respective cognitive block based on the first 
user input, and stamping a cognitive ID on the respective 
cognitive block. 
10016] According to various exemplary, non-limiting 
embodiments, the method may further include semantically 
analyzing, by the computer, the plurality of CRUs to extract 
a semantic meaning of each of the plurality of CRUs, 
converting, by the computer, the semantic meaning into a 
text, a sketch, a symbol, or an image to represent a cue for 
a respective CRU, and generating, by the computer, a 
plurality of semantic blocks that respectively correspond to 
the plurality of CRUs and further comprise the cue. 
10017] According to various exemplary, non-limiting 
embodiments, the method may further include obtaining, by 
the computer, third user input comprising a selection of a 
portion of the multimedia data and a corresponding cue, 
generating a comprehension guide including the cue, and 
displaying, by the computer, the comprehension guide on a 
comprehension platform together with the plurality of cog-
nitive blocks. 
10018] According to various exemplary, non-limiting 
embodiments, the at least one cognitive block and the 
comprehension block form a cognitive insight which is a 
contextual comprehension block for facilitating solving a 
problem or making a decision. 
10019] According to various exemplary, non-limiting 
embodiments, the method may further include synchro-
nously displaying, by the computer, the plurality of cogni-
tive blocks on a comprehension board, obtaining a third user 
input to pause at the respective cognitive block, performing, 
by the computer, a lookup operation for the comprehension 
block linked to the respective cognitive block, pausing at the 
respective cognitive block based on the third user input, and 
in response to pausing at the respective cognitive block, 
displaying the comprehension block on the comprehension 
board based on the lookup operation so as to facilitate 
solving a problem or making a decision based on the 
plurality of cognitive blocks surrounding the respective 
cognitive block and the comprehension block. 
10020] According to various exemplary, non-limiting 
embodiments, the comprehension board is a user interface 
configured to receive additional user input for solving the 
problem or making the decision in the comprehension block. 
10021] According to various exemplary, non-limiting 
embodiments, the method may include obtaining third user 
input comprising at least one keyword, performing, by the 
computer, a lookup for the keyword in the plurality of 
cognitive blocks, and displaying, by the computer, on a 
comprehension board the respective cognitive block and/or 
the comprehension block that is linked to the keyword. 
10022] According to various exemplary, non-limiting 
embodiments, dividing the multimedia data into the plurality 
of cognitive blocks may include obtaining, by the computer, 
a first location in the multimedia data based on a first user 
selection, obtaining, by the computer, a second location in 
the multimedia data based on a second user selection, 
obtaining, by the computer, a label being input for a portion 
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of the multimedia data between the first location and the 
second location, generating, by the computer, the respective 
cognitive block comprising the portion of the multimedia 
data, the respective cognitive block includes the label, and 
repeating obtaining the first location, the second location, 
and the label and generating the cognitive block to generate 
the plurality of cognitive blocks. 
10023] According to various exemplary, non-limiting 
embodiments, the method may further include generating 
and outputting a comprehension guide including a plurality 
of labels for the plurality of cognitive blocks. The plurality 
of cognitive blocks may have different durations and/or form 
a hierarchical structure including a plurality of user-defined 
parts and a plurality of user-defined sub-parts. The multi-
media data may be divided into the plurality of cognitive 
blocks is occurring during playback of the multimedia data. 
10024] According to various exemplary, non-limiting 
embodiments, the method may further include generating, 
by the computer, a first set of metadata for the multimedia 
data and a second set of metadata for the multimedia data 
and generating and outputting, by the computer, a first 
search field for searching the first set of metadata and a 
second search field for searching the second set of metadata. 
The first set of metadata and the second set of metadata may 
be keywords input by different users and/or relate to a 
different hierarchical level of the multimedia data. 
10025] According to another aspect of various exemplary 
embodiments, a method is provided for cognitive assistance. 
The method includes obtaining, by a computer, multimedia 
data, dividing, by the computer, the multimedia data into a 
plurality of consecutive episodic blocks, stamping, by the 
computer, the plurality of consecutive episodic blocks with 
a corresponding video identifier (ID) from among a plurality 
of video IDs, dividing, by the computer, based on user input, 
the multimedia data into a plurality of user-defined parts, 
assigning, by the computer, a label to each of the plurality 
of user-defined parts based on the user input, stamping, by 
the computer, each of the plurality of user-defined parts with 
a corresponding cognitive ID from among a plurality of 
cognitive IDs, and displaying, by the computer, based on the 
plurality of video IDs and the plurality of cognitive IDs, a 
comprehension guide comprising the label for each of the 
plurality of the user-defined parts while playing the plurality 
of episodic blocks. 
10026] According to various exemplary, non-limiting 
embodiments, the method may further include processing, 
by the computer, a user-defined part from among the plu-
rality of user-defined parts by linking the user-defined part 
to an enrichment content such that when playing the plu-
rality of episodic blocks is paused, the user-defined part is 
displayed together with the enrichment content on a com-
prehension board. 
10027] According to various exemplary, non-limiting 
embodiments, the comprehension board may be configured 
to obtain additional user input for working on a problem or 
making a decision. The method may further include gener-
ating, by the computer, new enrichment content that includes 
the additional user input and the enrichment content and 
replacing, by the computer, the enrichment content with the 
new enrichment content. 
10028] According to various exemplary, non-limiting 
embodiments, displaying the comprehension guide while 
playing the plurality of episodic blocks may include dis-
playing an indication or displaying in a distinguishable 
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manner a user-defined part from among the plurality of 
user-defined parts that corresponds to an episodic block 
currently being played from among the plurality of episodic 
blocks. 

10029] According to various exemplary, non-limiting 
embodiments, the plurality of user-defined parts include a 
hierarchical structure including a first layer of user-defined 
parts, each including at least one user-defined subpart. 

10030] According to various exemplary, non-limiting 
embodiments, the first layer of user-defined parts and the at 
least one user-defined subpart are individually searchable. 

10031] According to various exemplary, non-limiting 
embodiments, the method may further include obtaining, by 
the computer, additional user input including at least one 
keyword for one of the plurality of episodic blocks and 
generating, by the computer, an additional comprehension 
guide comprising the at least one keyword. The comprehen-
sion guide and the additional comprehension guide are 
individually searchable. 

10032] According to another aspect of various exemplary 
embodiments, an apparatus is provided for cognitive assis-
tance. The apparatus includes a memory configured to store 
computer executable instructions and a processor configured 
to execute the stored computer executable instructions, 
which when executed by the processor cause the processor 
to obtain, via a user interface, a first user input, divide 
multimedia data into a plurality of cognitive blocks based on 
the first user input, obtaining, via the user interface, a second 
user input, generate a comprehension block that corresponds 
to a respective cognitive block from among the plurality of 
cognitive blocks. The comprehension block includes enrich-
ment data related to the respective cognitive block. The 
stored computer executable instructions further cause the 
processor to link the comprehension block with the respec-
tive cognitive block to thereby form at least one cognitive 
insight with respect to the multimedia data and provide the 
comprehension block based on a consecutive output of the 
plurality of cognitive blocks being paused at the respective 
cognitive block. 

10033] According to various exemplary, non-limiting 
embodiments, the stored computer executable instructions 
may further cause the processor to divide the multimedia 
data into a plurality of cognitive resolution units (CRUs), the 
CRUs are equal in length and correspond to a specious 
present, stamp a unique video identifier (ID) on each of the 
plurality of CRUs, group at least two consecutive CRUs into 
the respective cognitive block based on the first user input, 
and stamp a cognitive ID on the respective cognitive block. 

10034] According to various exemplary, non-limiting 
embodiments, the stored computer executable instructions 
may further cause the processor to semantically analyze the 
plurality of CRUs to extract a semantic meaning of each of 
the plurality of CRUs, convert the semantic meaning into a 
text, a sketch, a symbol, or an image to represent a cue for 
a respective CRU, and generate a plurality of semantic 
blocks that respectively correspond to the plurality of CRUs 
and further comprise the cue. 

10035] According to various exemplary, non-limiting 
embodiments, the stored computer executable instructions 
may further cause the processor to obtain third user input 
comprising a selection of a portion of the multimedia data 
and a corresponding cue, generate a comprehension guide 
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including the cue, and display the comprehension guide on 
a comprehension platform together with the plurality of 
cognitive blocks. 

10036] According to another aspect of various exemplary 
embodiments, an apparatus is provided for cognitive assis-
tance. The apparatus includes a memory configured to store 
computer executable instructions and a processor configured 
to execute the stored computer executable instructions, 
which when executed by the processor cause the processor 
to obtain multimedia data, divide the multimedia data into a 
plurality of consecutive episodic blocks, stamp the plurality 
of consecutive episodic blocks with a corresponding video 
identifier (ID) from among a plurality of video IDs, divide, 
based on user input, the multimedia data into a plurality of 
user-defined parts, assign a label to each of the plurality of 
user-defined parts based on the user input, stamp each of the 
plurality of user-defined parts with a corresponding cogni-
tive ID from among a plurality of cognitive IDs, and display, 
based on the plurality of video IDs and the plurality of 
cognitive IDs, a comprehension guide comprising the label 
for each of the plurality of the user-defined parts while 
playing the plurality of episodic blocks. 

10037] According to another aspect of various exemplary 
embodiments, one or more non-transitory computer-read-
able storage media that includes code for execution and 
when executed by a processor is operable to perform opera-
tions including obtaining multimedia data and first user 
input, dividing the multimedia data into a plurality of 
cognitive blocks based on the first user input, obtaining 
second user input, generating a comprehension block that 
corresponds to a respective cognitive block from among the 
plurality of cognitive blocks. The comprehension block 
includes enrichment data related to the respective cognitive 
block. The operations further include linking the compre-
hension block with the respective cognitive block to thereby 
form at least one cognitive insight with respect to the 
multimedia data and providing the comprehension block 
based on a consecutive output of the plurality of cognitive 
blocks being paused at the respective cognitive block. 

10038] According to another aspect of various exemplary 
embodiments, one or more non-transitory computer-read-
able storage media that includes code for execution and 
when executed by a processor is operable to perform opera-
tions including obtaining multimedia data, dividing the 
multimedia data into a plurality of consecutive episodic 
blocks, stamping the plurality of consecutive episodic 
blocks with a corresponding video identifier (ID) from 
among a plurality of video IDs, dividing, based on user 
input, the multimedia data into a plurality of user-defined 
parts, assigning a label to each of the plurality of user-
defined parts based on the user input, stamping each of the 
plurality of user-defined parts with a corresponding cogni-
tive ID from among a plurality of cognitive IDs, and 
displaying, based on the plurality of video IDs and the 
plurality of cognitive IDs, a comprehension guide including 
the label for each of the plurality of the user-defined parts 
while playing the plurality of episodic blocks. 

BRIEF DESCRIPTION OF THE DRAWINGS 

10039] The accompanying drawings, which are incorpo-
rated in and constitute a part of this specification exempliFy 
embodiments and, together with the description, serve to 
explain and illustrate exemplary embodiments. Specifically: 
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10040] FIG. lA-iD are views illustrating various struc-
tures of a cognitive assistance system, according to an 
exemplary embodiment. 

10041] FIG. 2 is a flowchart illustrating a method of 
generating cognitive scaffoldings, according to an exem-
plary embodiment. 

10042] FIG. 3 is a flowchart illustrating a method of 
generating a video scaffolding for a video scaffolding plat-
form, according to an exemplary embodiment. 

10043] FIG. 4 is a flowchart illustrating a method of 
generating one or more comprehension guides, according to 
an exemplary embodiment. 

10044] FIG. S is a flowchart illustrating a method of 
personalizing and mastering learning using templates, 
enrichment documents and a comprehension board, accord-
ing to an exemplary embodiment. 

10045] FIG. 6 is a flowchart illustrating a method of 
solving a problem using comprehension blocks, a compre-
hension board and comprehension guides, according to an 
exemplary embodiment. 

10046] FIG. 7 is a flowchart illustrating a method of 
making a decision based on enriched experience videos, 
using cognitive insights, comprehension blocks, comprehen-
sion board and comprehension guides, according to an 
exemplary embodiment. 

10047] FIG. 8A is a block diagrams illustrating using a 
learning video for building comprehension blocks and solv-
ing problems. according to an exemplary embodiment. 

10048] FIG. 8B are block diagrams illustrating an enriched 
experience video for making decisions, according to an 
exemplary embodiment. 

10049] FIG. 9 is a block diagram illustrating hardware 
components of the cognitive assistance system, according to 
an exemplary embodiment. 

10050] FIG. 10 is a block diagram illustrating various 
components of a cognitive assistance system, according to 
an exemplary embodiment. 

10051] FIGS. hA and 11B are views illustrating using 
comprehension guides for mastering learning, according to 
an exemplary embodiment. 

10052] FIG. 12 is a view illustrating using enrichment 
document for deepening understanding, according to an 
exemplary embodiment. 

10053] FIG. 13 is a view illustrating using templates for 
mastering problem-solving, according to various exemplary 
embodiments. 

10054] FIG. 14 is a view illustrating using cognitive 
insights or enriched learning videos for comprehension-
building and problem-solving, according to another exem-
plary embodiment. 

10055] FIG. 15 is a view illustrating using enriched expe-
rience videos for decision-making, according to another 
exemplary embodiment. 

10056] FIG. 16 is a flowchart illustrating a method of 
providing cognitive assistance by forming one or more 
comprehension blocks, according to an exemplary embodi-
ment. 

10057] FIG. 17 is a flowchart illustrating a method of 
providing cognitive assistance by generating one or more 
comprehension guides, according to an exemplary embodi-
ment. 
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DETAILED DESCRIPTION OF EXEMPLARY 
EMBODIMENTS 

10058] Exemplary embodiments will now be described in 
detail with reference to the accompanying drawings. Exem-
plary embodiments may be embodied in many different 
forms and should not be construed as being limited to the 
illustrative exemplary embodiments set forth herein. Rather, 
the exemplary embodiments are provided so that this dis-
closure will be thorough and complete, and will fully convey 
the illustrative concept to those skilled in the art. Also, 
well-known functions or constructions may be omitted to 
provide a clear and concise description of exemplary 
embodiments. The claims and their equivalents should be 
consulted to ascertain the true scope of an inventive concept. 
10059] The descriptions of the various exemplary embodi-
ments have been presented for purposes of illustration, but 
are not intended to be exhaustive or limited to the embodi-
ments disclosed. 

10060] A cognitive assistance system is generated based 
on computerized cognitive elements that are called cognitive 
motifs, hereinafter referred to as "cotifs", see e.g., Steven 
Pinker, "Stuff of Thoughts", http://youtu.be/5S1d3cNge24, 
last visited Aug. 20, 2020. The size of a cotif is defined as 
a cognitive resolution unit, hereinafter referred to as "CRU" 
which is similar to a size of a picture cell or a pixel in digital 
image technique. A cotif is a "specious present" or an
interval of about three seconds that correspond to human's 
sense of nowness. In other words, this is a duration of a 
deliberate action such as a handshake or it is a duration of 
a line of poetry, or a duration of a musical motif such as 
opening notes of Beethoven's Fifth Symphony which a 
person does not hear as a single note followed by another 
note but rather as a union, a cohere, a gestalt, and in some 
sense, a motif is obtained. Content and/or information is 
processed to generate the cognitive elements each of which 
include the cotif and is also linked to a background required 
to understand the cotif, as detailed below in various example 
embodiments. 

10061] FIG. 1A is a view illustrating a video structured in 
a cognitive assistance system 100, according to an exem-
plary embodiment. The cognitive assistance system 100 
manages user's cognitive information using various cogni-
tive identifiers (the cognitive IDs 101) and is a backend 
time-framed structure for structuring, processing, managing 
and maintaining user's content. 

10062] The cognitive assistance system 100 includes a 
core scaffolding platform 1000, a video guiding bracket 
2000, video scaffolding platform 3000, comprehension 
guides 4004, semantic guide 3010, and a comprehension 
board 4000. These platforms provide templates for uniquely 
structuring and linking information and/or content for com-
prehension and understanding, specific or individual to each 
user, as explained in further detail below. 

10063] Various information and/or content may be 
obtained from an environment of a user, downloaded from 
a network (data network), and/or generated by a user, see 
e.g., U.S. Pat. No. 10,367,931 to Nguyen and U.S. Pat. No. 
10,664,489 to Nguyen, incorporated herein by reference in 
their entireties for their helpful content. While exemplary 
embodiments describe information and/or content as being 
multimedia data, the inventive concept is not limited thereto 
and the information and/or content may be video, audio, 
text, images, and/or some combination of the foregoing. 
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10064] The core scaffolding platform 1000 relates to a 
main timeline of user's experience. User's experience is a 
content type A. User's experience includes user's presence 
through a phenomenon, a process, an object, an environ-
ment, or an event in the real world that occurs around the 
user in real-time, e.g., during the course of user's life, a 
user's experience, explained in detail below with reference 
to FIGS. lB and 1D. The core scaffolding platform 1000 
includes a plurality of time points. The time points are 
equidistant from one another and are stamped onto the main 
timeline such that each time point corresponds to a start 
and/or an end of a cognitive resolution unit (CRU) 1001. 
10065] In an exemplary embodiment, the CRU 1001 is an
average time that a person speaks an average-length com-
plete sentence at an average speed (see e.g. U.S. Pat. No. 
10,664,489, noted above). The CRU 1001 may be deter-
mined from one second to five seconds. The CRU 1001 is 
determined based on the average time for transferring an 
episodic thought in the Broca's area of a human brain into 
a semantic block and expressing the episodic thought in a 
form of language as a complete sentence e.g., a sentence 
with subject, verb, and object such as a duration of a line of 
a poetry. The CRU 1001 is 2.16 seconds or 2 seconds, for 
example. 
10066] Each CRU 1001 is identified by having a respective 
cognitive identifier or one of cognitive IDs 101, the time 
point at the beginning thereof. For example, in FIG. 1, the 
cognitive IDs 101a, bib, l0lc. . . . .lOin are respectively 
assigned to each CRU 1001. The distance between two 
consecutive cognitive IDs 101 is identical and equal. The 
distance between consecutive cognitive IDs 101 is equal to 
a length of the CRU 1001. The cognitive IDs 101 are 
time-coded with format such as yyyy-mm-dd-hh-mm-ss 
where yyyy stands for a year, mm stands for month, dd 
stands for the day, hh stands for an hour, mm stands for 
minutes, and ss stands for seconds based on an internal clock 
104. For example, a cognitive ID 101a may be "2020-03-
29-14-14-14" which represents Mar. 29, 2020 at 2:14pm, 14 
seconds. 
10067] By way of a metaphor, the core scaffolding plat-
form 1000 is a tree trunk that connects branches (content) 
together. According to various exemplary embodiments, 
there may be different branches with different lengths that 
connect to the tree trunk at different connecting points or two 
branches that connect to the tree trunk at approximately 
same point but point in different directions, as further 
explained below with reference to the video guiding bracket 
2000 and the video scaffolding platform 3000. 
10068] Each content input into the cognitive assistance 
system 100 is assigned a content identifier (ID) 102. The 
content ID 102 is also in a form of a date and a time stamp 
based on the internal clock 104. A video 2002 is assigned a 
respective content ID 102. The content ID 102 is a connect-
ing point that connects the video guiding bracket 2000 to the 
core scaffolding platform 1000. The content ID 102 may be 
auto-generated or user selected. The content ID 102 may be 
a real time point or determined from another content ID 102 
depending on a content type, as detailed below. 
10069] In FIG. 1A, the video guiding bracket 2000 is a 
cognitive-reference base for the video scaffolding platform 
3000, and the comprehension guides 4004. The video guid-
ing bracket 2000 is a guiding platform for guiding cognitive 
traffic e.g., videos and other content, within the video 
scaffolding platform 3000 and the cognitive traffic between 

Nov. 18, 2021 

the video scaffolding platform 3000 and the core scaffolding 
platform 1000, as explained in further detail in FIGS. 2 and 
4. 
10070] Each new content such as the video 2002 is further 
transformed into a cognitive format using the video scaf-
folding platform 3000, detailed below with reference to FIG. 
3. The video scaffolding platform 3000 is also like branches 
developed based on the video guiding bracket 2000, as 
explained in further detail in FIG. 2. 
10071] Still referring to FIG. 1A but now together with 
FIG. 1B, various videos connected to the core scaffolding 
platform 1000 are shown, according to an exemplary 
embodiment. That is, content includes user videos of various 
types such as a first video (video type A 2002 A-a), a second 
video (video type A 2002 A-b), and a third video (video type 
A 2002 A-c,) of a video type A and a fourth video (video type 
B 2002 B-a), a fifth video (video type B 2002 B-b), a sixth 
video (video type B 2002 B-c), and a seventh video (video 
type B 2002 B-d) of a video type B. These are provided by 
way of an example only and not by way of a limitation. One 
of ordinary skill in the art would readily appreciate that 
while exemplary embodiment describes video types, the 
techniques presented herein are applicable to other content 
and may be grouped as a content type A based on user's 
experience and a content type B based on additional content. 
10072] As noted above, the video type A identifies video or 
videos that include user's experience. In the cognitive assis-
tance system 100, the video type A is defined as an episodic 
video. The videos type A includes real events, phenomena 
that occurs with the user, an experience that the user is living 
through (not including communication), and belongs to a 
user episodic database or user's experience. In an exemplary 
embodiment, a video of the videos type A can be generated 
from a plurality of consecutive episodic images and/or 
videos of a user captured in real-time. As is known in the art, 
personal galleries in our mobile devices include a plurality 
of images and videos of the videos type A arranged in 
chronological order. For example, one segment of a gallery 
may include five sub-segments: 
10073] 1) [100 photos]-2) [video 1 -30 minutes in 
length]-3) [200 photos]-4) [video 2-10 minutes in length]-
5) [55 photos]. 
10074] In the cognitive assistance system 100, the plurali-
ties of photos are grouped and/or organized according to a 
predetermined schema. Each group is separated from the 
next group by a video. Typically, the gallery data in an
example above may be structured in the following format: 
10075] photo group 1-video 1 (30 minutes)-photo group 
2-video 2 (10 minutes)-photo group 3. 
10076] A group of photos is transferred into a photovideo 
i.e., converted into a video format. A photovideo is a video 
that includes a plurality of consecutive two-second episodes 
e.g., a two-second slideshow of a particular photo. The 
photos are consecutively displayed. The time of display for 
each photo is two seconds. The gallery for the above 
example is transferred to a cognitive format: 
10077] photovideo 1 (3 minutes, 20 seconds)-video 1(30 
minutes)-photovideo 2 (6 minutes, 40 second)-video 2 (10 
minutes)-photovideo 3 (1 minute, 50 seconds). That is, for 
each photo, two seconds of the photovideo is generated such 
that 100 photos times 2 seconds become a photovideo of 200 
seconds or 3 minutes, 20 seconds. Total length of the gallery 
is equal to (3 minutes 20 seconds+30 minutes+6 minutes 40 
seconds+ 10 minutes+ 1 minute 50 seconds) or 51 minutes, 
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50 seconds. The episodic scaffolding 3002 of the video type 
A is the same as the core scaffolding platform 1000, as 
shown in FIG. lB. 
10078] In an exemplary embodiment, a video type B is 
defined as a semantic video or a learning video. The videos 
type B includes videos received from the internet and/or 
other sources. They may include communication data, 
events, phenomena not surrounding the user and not part of 
the user's living experience. The episodic scaffolding 3002 
for the videos 2000B-a through B-d of the video type B is 
not part of the core scaffolding platform 1000 but is only 
linked to the core scaffolding platform 1000 at the content 
ID 102. In other words, for the video type B, the real time 
of the videos 2002B-a through B-d are ignored. Instead, the 
content ID 102 is used to link the videos 2002B-a through 
B-d to the video 2002A-a through A-c. As such, the episodic 
scaffolding 3002 of the video type B is separate from the 
core scaffolding platform 1000. For example, the content ID 
102 is set to 2020-01-01-00-00-00 and is assigned for the 
video type B 2002B-a which has 2019-01-01-00-00-00 as 
the metadata. The content ID 102 for the video type B will 
differ from one user to another user depending on when it is 
input into the cognitive assistance system 100 of the respec-
tive user, and how the video type B relates to content of the 
video type A that is existing in the core scaffolding platform 
1000 of the respective user. 
10079] The content ID 102 for each of the videos 2002A-a 
through A-c of the video type A are real-time timepoints, 
whereas the content ID 102 for each of the videos 2002B-a 
through B-d are calculated based on when they are input into 
the cognitive assistance system 100 and/or are designated by 
the users based the content ID 102 of the related content of 
the video type A present in the core scaffolding platform 
1000. The real-time timepoints (absolute time) of the video 
type B are ignored and the video guiding bracket 2000 is an 
adaptor to convert an original real-time timepoints of the 
video type B to a respective identifier in the user's database 
using the content ID 102 plus the relative time (e.g., the 
length from the start point to the current point). 
10080] In an exemplary embodiment, content in language 
forms which is generated by a human, such as communica-
tion content, teaching-learning content, content on Internet, 
and so on, may be semantic content e.g., video type B. 
Further, episodic content of a person may not be considered 
as episodic content of another person. For example, a 
mountain climbing video captured by Maria sent to Jane is 
considered as Maria's episodic content e.g., video type A for 
Maria. However, it becomes Jane's semantic content (video 
type B for Jane) because Maria mostly conveyed her own 
ideas about her event. The video is not Jane's real event. 
10081] Now turning to FIG. 1C but still with reference to 
FIGS. 1A and 1B, the cognitive assistance system 100 
divides a video 2002 into user-defined parts or cognitive 
blocks 4006 including a plurality of episodic blocks. In FIG. 
1C, the video 2002B is content of the video type B. 
Accordingly, the episodic scaffolding 3002 is separate from 
the core scaffolding platform 1000. Templates 4002A and 
enrichment 4002B are attached to each of the cognitive 
blocks 4006, as shown. The templates 4002A and enrich-
ment 4002B are further developed on the comprehension 
board 4000 to form comprehension blocks e.g., a compre-
hension block 4002 (FIG. 1A). 
10082] With reference to FIG. 1D but still referring to 
FIGS. lA-C, a segment of a gallery of a user is structured 
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into a cognitive structure and/or is mapped onto the cogni-
tive assistance system 100. In FIG. 1D, the segment of the 
gallery includes two videos of the videos type A (video 2002 
Av) and three photovideos of the videos type A (photovideo 
2002 Ap). Photovideos are videos that include a plurality of 
consecutive two-second episodes (e.g., one CRU 1001 slide-
show of a particular user's photo or photos). In an exemplary 
embodiment, photovideos and the two videos of the videos 
type A are also divided into cognitive blocks 4006 in an
analogous way to the videos of the video type B explained 
above with reference to FIG. 1C. 

10083] In an exemplary embodiment, in FIG. 1D, a pho-
tovideo which embodies less than 100 photos (3 minutes and 
20 seconds in length) is considered one cognitive block 4006 
A and/or one chapter in the gallery. A plurality of consecu-
tive videos and photovideos create a user experience data-
base. The user experience database is constructed around the 
core scaffolding platform 1000. Each cognitive block 4006A 
(experience block) may be enriched with templates 4002A, 
enrichment 4002B, notes 4002C, communication 4002D, 
and a learning video (a video 2002B of the video type B in 
FIG. 1C). 

10084] The cognitive assistance system 100 attaches sec-
ondary data such as the learning videos (video 2002B of the 
video type B), communication 4002D, and other semantic 
information to the core of user's experience. Thereby, it 
helps a user organize a coherent cognitive database, building 
comprehension, improving the efficiency of problem-solv-
ing and decision-making. 

10085] The above is one example of classifying, organiz-
ing, and managing personal information based on user 
experiences, comprehension levels, and information avail-
able. The above techniques are provided by way of an
example only and not by way of a limitation. 

10086] Still referring to FIGS. 1A-D but now together with 
FIG. 2, generally, in the depicted exemplary embodiment, 
various cognitive scaffoldings are generated for the cogni-
tive assistance system 100. 

10087] In operation 2001, the CRU 1001 is defined. As 
detailed above, the CRU 1001 is an average time that a 
person speaks an average-length sentence at an average 
speed (see e.g. U.S. Pat. No. 10,664,489). The CRU 1001 is 
on average defined to be between one to three seconds but 
is not limited thereto. Each CRU 1001 is same length and 
serve as a basic block for contents in the cognitive assistance 
system 100. Each content (e.g., the video 2002 of various 
types) is structured or divided into video episodes 2004 
(FIG. 1A) where each episode is same length as the defined 
CRU 1001. For example, the video 2002 is divided into 
video episodes 2004a, 2004b, 2004c. . . . .2004n. 

10088] In operation 2003, the core scaffolding platform 
1000 is generated. The core scaffolding platform 1000 is a 
reference system for managing personal database, which 
includes user's experience, learning, and understanding. The 
core scaffolding platform 1000 is generated to establish 
coherence for user's database and supports user's thinking 
based on context and evidence. The core scaffolding plat-
form 1000 and the video scaffolding platform 3000 are 
generated to organize and link semantic data including 
learning videos (e.g., the video 2002B of the video type B) 
and the comprehension block 4002 with the video episodes 
2004a-n including user experience videos (e.g., the video 
2002A of the video type A). Various content is organized and 
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linked in a unique structured database and includes user's 
learning, understanding, and experience. 
10089] As noted above, the core scaffolding platform 1000 
is the tree trunk and includes the main timeline of user 
experience, which connects different content and different 
comprehensions of the user. The core scaffolding platform 
1000 connects with the video scaffolding platform 3000 and 
then the video scaffolding platform 3000 connects with 
various cognitive blocks 4006 and a number of comprehen-
sion blocks (such as the comprehension block 4002). For 
example, when content is the video 2002 divided into the 
video episodes 2004, corresponding cognitive blocks 4006 
and comprehension blocks (such as the comprehension 
block 4002) are generated and maybe in a form of text, 
document, photo, sketch, drawing, icon, symbol, and so on. 
The core scaffolding platform 1000 links these various 
blocks to one another using various identifiers. The core 
scaffolding platform 1000 is generated to link and manage 
personal database in both episodic and semantic content in 
a unique scaffolding through a cognitive ID system, which 
is based on discrete cognitive elements determined based on 
the operation 2001. 
10090] In operation 2005, cognitive IDs 101 are set for the 
core scaffolding platform 1000. The cognitive IDs 101 are 
based on the size of the CRU 1001 defined in the operation 
2001. As explained above, the cognitive IDs 101 are con-
secutive time-coded time points that are set based on the 
internal clock 104. For example, if the CRU 1001 is defined 
at two seconds intervals, the cognitive block 1 ID 101a may 
be "2020-03-29-14-14-14" in FIG. 1C, the cognitive block 
2 ID l0lb may be "2020-03-29-14-14-16", the cognitive 
block 3 ID l0lc may be "2020-03-29-14-14-18", the cog-
nitive block 4 ID 101d may be "2020-03-29-14-14-20", and 
so on. There should be one respective cognitive ID from 
among the cognitive IDs 101 for each CRU 1001. In other 
words, when the video 2002 is divided into video episodes 
2004a, 2004b, 2004c. . . . .2004n, they are respectively set 
with the cognitive IDs 101. 
10091] In operation 2007, the video guiding bracket 2000 
is generated. The video guiding bracket 2000 connects the 
video scaffolding platform 3000 to the core scaffolding 
platform 1000 and guides the cognitive traffic (content) in 
the video scaffolding platform 3000. The video scaffolding 
platform 3000 has one or more scaffolding components such 
as episodic scaffolding 3002, contextual scaffolding 3004-1, 
semantic scaffolding 3006A, and comprehension scaffolding 
3008A on which the video 2002 is split into cognitive 
components (video episodes 2004a-d, contextual blocks 
3004, semantic blocks 3006, and comprehension blocks 
such as the comprehension block 4002). 
10092] In operation 2009, the content ID 102 is set for 
each content. The content ID 102 corresponds to one of the 
cognitive IDs 101. For example, for the video 2002, the 
content ID 102 may have the value of a starting time point 
"2020-03-29-14-14-14". The content ID 102 for content of 
a video type B such as the video 2002B in FIG. lB may be 
defined by the user. In an exemplary embodiment, the user 
may select to set the content ID 102 of the video 2002B of 
the video type B to the starting timepoint of the video 2000A 
which is content of a video type A e.g., link the video 2002B 
of the video type B to a starting point of the first video 
episode 2004a. For example, if the video 2002 was down-
loaded on March 20 at 9:00 am, the cognitive assistance 
system 100 may automatically selects to set the content ID 
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102 to "2020-03-20-09-00-00". In an exemplary embodi-
ment, the content ID 102 of content of the video type A is 
set based on the date and time the content was captured or 
experienced by the user. 
10093] According to yet another exemplary embodiment, 
the content ID 102 of the video 2002B of the video type B 
may be user-defined based on the user's calendar or user's 
schedule. The cognitive assistance system 100 is configured 
to offer a timeline, a calendar, a time-table, etc. for the user 
to make a selection for the content ID 102. The user chooses 
the time that is most meaningful to his or her own events 
(content of the video 2002A of the video type A). For 
example, the user may define the timeline based on his or her 
class schedule (first class, second class, and so on). 
10094] According to yet another exemplary embodiment, 
the content ID 102 and cognitive IDs 101 of the video 
2002A is the real-time of the event experienced and captured 
by the user. For example, the mountain climbing event was 
happening on Jan. 1, 2020, and the video was captured by 
Maria starts at 08:30:05, the content ID 102 for this video in 
Maria's core scaffolding platform 1000 is automatically set 
at 2020-01-01-08-30-05. However, the content ID 102 for 
the same video in Jane's core scaffolding platform 1000 may 
be assigned at 2020-03-01-20-35-15 by Jane e.g., when Jane 
received content from Maria. As another example, Jane may 
set the content ID 102 for the same video to correspond to 
one of the video episodes 2004 of the video 2002Ain Jane's 
core scaffolding platform 1000. 
10095] In operation 2011, the video scaffolding platform 
3000 is generated, as detailed below with reference to FIG. 
3. 
10096] In operation 2013, the comprehension board 4000 
is generated based on user input and the video scaffolding 
platform 3000. 
10097] The comprehension board 4000 is a tool to facili-
tate comprehension-building, problem-solving, and deci-
sion-making. The comprehension board 4000 is generated 
for displaying, gathering, connecting, and processing the 
contextual blocks 3004, semantic blocks 3006, templates 
4002A, and enrichments 4002B, to develop a plurality of 
comprehension blocks such as the comprehension block 
4002. The comprehension board 4000 may be compared to 
a whiteboard in a video classroom. Users (presenters/teach-
ers/viewers/students) project the video 2002 and various 
content onto it, type, sketch, draw on it, save, delete, edit, 
share, and generate, enrich various blocks such as the 
comprehension block 4002. Each comprehension block 
4002 is then mapped onto one of the comprehension guides 
4004. The comprehension board 4000 may be deployed on 
a touchscreen or a tablet, which are popular among users. 
10098] Still referring to FIGS. 1A-2, but now together with 
FIG. 3, generating the video scaffolding platform 3000 is 
described, according to an exemplary embodiment. The 
video scaffolding platform 3000 includes episodic scaffold-
ing 3002, contextual scaffolding 3004-1, semantic scaffold-
ing 3006A, and comprehension scaffolding 3008A. The 
video scaffolding platform 3000 is connected to the core 
scaffolding platform 1000 using the content ID 102. The 
video scaffolding platform 3000 is a time-framed structured 
for transforming contents such as the video 2002 into a 
cognitive format. The cognitive format for the content is 
explained with reference to the video 2002 in FIGS. 1A-D. 
10099] In operation 3001, content is obtained. The content 
(e.g., the video 2002) is input into the cognitive assistance 
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system 100. As explained above, content may be captured 
via a user device (generating content of a video type A) 
and/or uploaded from another location (generating content 
of the video type B) via a network such as the Internet or 
from a memory. The episodic scaffolding 3002 for the 
content of the video type B (e.g., video 2002B) is separate 
from the core scaffolding platform 1000. The episodic 
scaffolding 3002 for content of the video type A (e.g., videos 
2002A) is the same as the core scaffolding platform 1000. 
10100] In operation 3003, the video 2002 is divided into 
video episodes 2004 based on the defined CRU 1001 (in the 
operation 2001 in FIG. 2). That is, the content is split into a 
plurality of equal video episodes 2004. The size of the video 
episodes corresponds to the size of the CRUs 1001 (e.g., 
about 2 seconds). A respective one of the cognitive IDs 101 
is assigned to each of the plurality of video episodes 2004. 
The distance between two consecutive cognitive IDs (e.g., 
101a and l0lb) is identical and equal. 
10101] In operation 3005, contextual blocks 3004 (3004a-
n) are generated where each of the contextual blocks 
3004a-n respectively correspond to one of the video epi-
sodes 2004a-n. The contextual blocks 3004 are generated 
from the images in the respective episodes (see e.g. U.S. Pat. 
No. 10,664,489). For example, the contextual blocks 3004 
may be thumbnails or a summary of the information pro-
vided in the respective episodic block from among the video 
episodes 2004. Notably, each of the contextual blocks 3004 
is stamped with the same one of the cognitive IDs 101 as the 
respective one of the video episodes 2004. For example, the 
cognitive ID 101a is assigned to the video episode 2004a (an 
episodic block) and to the respective contextual block 
3004a. The cognitive IDs 101 serve as a bracing link that 
connect the video scaffolding platform 3000 and the com-
prehension board 4000 to the core scaffolding platform 
1000. The video episodes 2004 are synchronized with the 
contextual blocks 3004. 
10102] In operation 3007, semantic blocks 3006 are gen-
erated. The semantic blocks 3006 are generated based on 
semantic analysis of video episodes 2004. The video epi-
sodes 2004 are analyzed using machine learning algorithms 
and/or speech to text converters. Meaning and key concepts 
are extracted from the video episodes 2004. The audio 
portion of the multimedia data is converted into text and 
parsed to obtain meaning. Semantic analysis may further 
include image recognition and extracting meaning from the 
images and/or shots and/or frames in the multimedia data. 
Sematic analysis may include artificial intelligence algo-
rithms, neural networks, and other techniques known in the 
art or later developed. Based on the semantic analysis, the 
semantic blocks 3006 provide meaning of the images and 
audio in the respective video episodes 2004 (i.e., episodic 
blocks). For example, the semantic blocks 3006 may include 
text obtained by speech to text conversion of the audio in the 
respective video episodes 2004. Additionally, the semantic 
blocks 3006 may include a highlight of a keyword. The 
semantic blocks 3006 may also be sketches, symbols, and so 
on obtained from the meaning of the video episodes 2004 or 
input by the user (user-defined meaning), (see e.g., U.S. Pat. 
No. 10,664,489). 
10103] In FIG. 1A, semantic blocks 3006a, 3006b, 3006c, 

3006n respectively correspond to the video episodes 
2004a, 2004b, 2004c. . . . .2004n (episode blocks) and 
respectively correspond to contextual blocks 3004a, 3004b, 
3004c. . . . .3004n. Notably, each of the semantic blocks 
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3006 is stamped with the same one of the cognitive IDs 101 
as the respective one of the video episodes 2004 and the 
contextual blocks 3004. For example, the cognitive ID 101a 
is assigned to the video episode 2004a (an episodic block), 
the respective contextual block 3004a, and the respective 
semantic block 3006a. In other words, the cognitive IDs 101 
serve as the bracing link that connects the video scaffolding 
platform 3000 and the comprehension board 4000 to the 
video episodes 2004, the contextual blocks 3004, the seman-
tic blocks 3006, and the comprehension block (e.g., the 
comprehension block 4002). By forming these blocks, the 
video 2002 is transformed into its cognitive format. By using 
the cognitive IDs 101, the video episodes 2004 (episodic 
blocks) are synchronized with the contextual blocks 3004 
and semantic blocks 3006. Further, these blocks may be 
played/displayed synchronously on a display of a computer 
based on the cognitive IDs 101. 
10104] Still referring to FIGS. 1A-2, but now together with 
FIG. 4 forming the cognitive blocks 4006 and key episodes 
4008 (shown in FIG. 1C), comprehension guides 4004, 
templates 4002A, enrichments 4002B, and a cognitive 
insight block 4010 are now described, according to an
exemplary embodiment. FIGS. 8A, 8B, and hA-is are 
views illustrating the comprehension board 4000 and the 
comprehension guides 4004 according to various exemplary 
embodiments. 
10105] In operation 4001, content is divided into user-
defined parts called cognitive blocks 4006 (shown in FIGS. 
1C and 1D) based on user input. In operation 4003, one or 
more labels are assigned for each user-defined part. Imple-
mentations of the operations 4001 and 4003 are now 
described, according to various exemplary embodiments. 
10106] The cognitive assistance system 100 designates 
one of the respective cognitive IDs 101 at the starting point 
of each of the cognitive blocks 4006 (FIGS. 1C and 1D). The 
user selects one or more of the consecutive video episodes 
2004 to form a chapter. In other words, the content is divided 
into user-defined portions or parts, forming a user-defined 
structure that includes a number of cognitive blocks 4006. 
The length of the cognitive blocks 4006 may vary and may 
include more or less of the corresponding CRUs such as the 
CRU 1001. The length of the cognitive blocks 4006 varies 
based on user input. 
10107] Each of the cognitive blocks 4006 is identified by 
a starting time point e.g., cognitive block 1 ID 101a -
"2020-03-29-14-14-14". The next consecutive part or the 
next cognitive block is defined by another cognitive ID e.g., 
cognitive block 4 ID lold—"2020-03-29-14-33-54". In 
other words, the content is split into consecutive cognitive 
blocks 4006 of varied lengths. 
10108] As shown in FIGS. hA and 12, content is divided 
into cognitive blocks 4006. In FIG. hA, the first cognitive 
block 4006a is 1 minute, 20 seconds (1:20) in length. The 
cognitive block 4006a is an introduction and is assigned a 
label "The STORY OF AMERICA" and is assigned a 
cognitive ID 101a of "2020-01-01-00-00-00". The second 
cognitive block 4006b is 04:12 is length, is part 1 introduc-
tion, is assigned a label "PART 1: FORGING A NATION" 
and is assigned a cognitive ID 101b of "2020-01-01-00-01-
20". The third cognitive block 4006c is 02:32 in length, 
chapter 1, is assigned a label "Jamestown Colony" and is 
assigned a cognitive ID 101c of "2020-01-01-00-05-32". 
The fourth cognitive block 4006n is 02:18 in length, is 
chapter 2, is assigned a label "Stirrings of Democracy", and 
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is assigned a cognitive ID lOin of "2020-01-01-00-08-04". 
In FIG. 12, labels for the cognitive blocks 4006 include 
"Land and Freedom", "A continent Contest", "The Seven 
Year War", and so on. 
10109] A user (composer/presenter) scrolls through the 
semantic blocks 3006a-3006n (e.g., semantic blocks 3006 in 
FIGS. hA and 12) to set a starting point and an endpoint for 
a user-defined part (chapter, part, topic, etc.). For example, 
when an indicator (e.g., in the form of a redline, a semantic 
indicator S2 IN in FIGS. 8A and 8B) reaches the selected 
semantic block 1102 in FIG. hA, the user may click to 
select or choose this selected semantic block 1102. Then the 
cognitive assistance system 100 reads one of the cognitive 
IDs 101 of the selected semantic block 1102 and automati-
cally sets it as one of the cognitive IDs 101 for a corre-
sponding cognitive block (corresponding to the selected 
semantic block 1102) from among the cognitive blocks 
4006. Additionally, the user may be presented with a user 
interface to input the label for the cognitive blocks (the 
selected semantic block 1102), e.g., directly in a compre-
hension guide 4004 (the first comprehension guided 4004-1 
in FIGS. 1A and 8A) or in a dedicated user input field 
depending on a particular implementation of the cognitive 
assistance system 100. 
10110] For example, in FIG. 12, the user designates a 
starting point for a chapter by scrolling the semantic guide 
3010 until the semantic block 1102 "A young serveyor from 
Virginia" is at a redline, the semantic indicator S2 IN shown 
in FIG. hA. Next, the user may input a designated key such 
as pressing "enter." The cognitive assistance system 100 
stores a cognitive ID l0ld of the respective semantic block 
1102 as an identifier of the current chapter. After designating 
the location or timepoint, the user may select "The Seven 
Years War" as the label for the selected chapter and input it 
onto the first comprehension guide 4004-1 (FIGS. 1A and 
8A). Thereafter, when users select the label "The Seven 
Years War," the cognitive assistance system 100 jumps to 
that designated starting point for the semantic block 1102. 
That is, the video 2002 is played from the timepoint of the 
semantic block 1102 "A young serveyor from Virginia". 
10111] This particular implementation is provided by way 
of an example only and not by way of a limitation. One of 
ordinary skill in the art would readily appreciate that while 
an exemplary embodiment is described with reference to the 
presenter, one or more viewers may generate their own 
comprehension guides with individually defined durations 
and labels (e.g., understood topic, brief review required, 
study more, and so on). 
10112] Additionally, one or more labels are assigned to one 
or more of the cognitive blocks 4006. Labels may be a 
hierarchical structure and may be of various types. Specifi-
cally, labels are generated, edited, and/or deleted by a user. 
Labels are preferably chosen based on viewers' prior knowl-
edge so that the viewers easily recognize them. 
10113] There are various types of labels. A first label is a 
user-defined title of a part or may be a cue to introduce a key 
point to guide viewers to the key ideas of the part. The first 
label of one cognitive block (not shown) from among the 
cognitive blocks 4006 is mapped onto a first comprehension 
guide 4004-1 (FIGS. 1A and 8A). For example, the video 
2002 is set as one cognitive block (not shown) and the first 
label for the video 2002 includes an author, a title, a topic, 
and a subject. The first label of the video 2002 is mapped 
onto a third comprehension guide 4004-3 (FIGS. 1A and 
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8A). A second label may be a corresponding contextual 
block 3004b from among the contextual blocks 3004. For 
example, the contextual blocks 3004 may images corre-
sponding to the plurality of video episodes 2004. Accord-
ingly, when the video 2002 is paused and/or the user moves 
to the first label, the second label in a form of the contextual 
block 3004b is displayed on the comprehension board 4000. 
10114] Further, when the second label in a form of the 
contextual block 3004b for the video 2002 is displayed from 
among a plurality of consecutive contextual images in the 
video 2002, the user chooses the best representative image 
to be the second label for the video 2002. When the video 
2002 is paused, the user scrolls the first label of video 2002 
to the redline indicator 1000IN (FIG. 8A), and the second 
label is displayed on the comprehension board 4000. 
10115] In FIGS. hA and 12, there are a plurality of 
consecutive chapters for the video "The Story of America": 
Chapter 1, with the label "Jamestown Colony," Chapter 2 
with the label "Stirring Democracy," and chapter 3 with the 
label "PuritanAmerica,". Chapter 1 consecutively links with 
chapter 2, 3 . . . and chapter 15 in a chronological order. 
10116] In an exemplary embodiment, the content creators 
may be the presenters and/or teachers. They define labels for 
the chapters related to principles, causes, and/or roots to 
guide the learners/viewers to further applications and effects 
presented in the respective cognitive blocks 4006. Those 
pathways guide the learners/viewers to learn and quickly 
understand a new concept and then solve a problem or 
answer the topic related question more effectively, as 
described in further details in FIGS. 6 and 7. 
10117] In an exemplary embodiment, the cognitive assis-
tance system 100 automatically detects time, place, and 
duration and uses the detected metadata for initially labeling 
videos and photovideos of the videos type A. The first label 
of a chapter, a photovideo (videos type A), includes the 
date/time of the first photo and last photo in that chapter. For 
example, the format for the first label of a photovideo is: 
yy-mm-dd (space)=(space) yy-mm-dd such as 20-07-
01=20-07-07. It represents that the first photo of the 100 
photos in this chapter was shot on Jul. 1, 2020, and the 100th 
photo of 100 photos in this chapter was shot on Jul. 7, 2020. 
The second label of a chapter of this photovideo is the best 
representative for the photos in this chapter. For example, 
the 14th photo of 100 photos of this chapter is selected by 
the user. 
10118] The first label of the video 2000A of the videos type 
A includes the date/time of the start time of that chapter. The 
format for a label of a video chapter is: "yy-mm-dd(space): 
(space) hh:mm:ss". For example, the first label for chapter 2 
is "20-06-31-08:20:14." It represents that the video was shot 
at 08:20:14 on Jun. 31, 2020. The duration of the video e.g., 
30 minutes and 00 seconds, will also be displayed on the 
comprehension guides 4004. Other information such as title, 
subject, or topic is defined and added to the label of the 
chapter. 
10119] The user may replace the labels of the cognitive 
blocks 4006 by keywords that are more meaningful than the 
date/time of the events. 
10120] According to one or more example embodiments, 
various types of labels are set and displayed on various 
comprehension guides 4004-1 . . . 4004-5. For example, a 
first label type corresponds to semantic cues and a second 
label type corresponds to contextual labels or targets and are 
displayed on the comprehension board 4000. In another 
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variation, the first label type relates to the metadata of the 
video 2002, the second label type relates to metadata of the 
video episodes 2004 (e.g., keywords), a third label type 
relates to a semantic meaning of the video episodes 2004, a 
fourth label type relates to user-defined labels and so on. 
Each label type respectively forms its own comprehension 
guide from among the comprehension guides 4004. These 
are just some examples of the label types and are not 
provided by way of a limitation. 

10121] In operation 4005 and 4007, one or more key 
episodes 4008 in one of the cognitive blocks 4006 are 
detected (e.g., highlighted/emphasized) and labeled. 

10122] In an exemplary embodiment, the system desig-
nates one of cognitive IDs 101 as a starting point of each of 
the key episodes 4008. The users that define key episodes 
4008 and labels are content creators but as noted above, the 
viewers/learners may define their own key episodes 4008 
and/or set respective labels. The user may link various key 
episodes 4008 (FIG. 12) using a label. In FIG. 1C, two key 
episodes 4008a and 4008b are linked together using a 
keyword label. In this case, the user guides the viewers to 
understand a key idea or a key concept in different contexts 
throughout the video 2002. 

10123] In an exemplary embodiment, the user designates 
key episodes 4008 and creates labels for the key episodes 
4008 in the same way as they designate chapters (the 
cognitive blocks 4006) and their labels. For example, using 
a semantic guide 3010, the user browses (scrolls up and 
down) various semantic blocks 3006a-n (FIGS. 8A, hA, 
and 12). The user uses various tools 4000t (shown in FIG. 
11B) to navigate, set, define, and designate various key 
episodes 4008 and form labels and comprehension guides 
4004-1 to 4004-5. 

10124] Specifically, in FIG. 11B, tools 4000t for perform-
ing various operations such as the operations in FIG. 4, are 
provided. The tools 4000t include a key episode guide tool 
set 4004t, a cognitive block guide tool set 4005t, a key 
episode defining tool set 4006t, and a cognitive block 
defining tool set 4007t. The cognitive block defining tool set 
4007t includes tools to designate the starting point and the 
endpoint for each user-defined part, e.g., the left bracket for 
the starting point and the right bracket for the endpoint) 
together with the semantic guide 3010 for selecting the 
semantic blocks 3006. Accordingly, it is easy and convenient 
for the user to split content into various portions and/or form 
hierarchical user-defined structures for the content. The 
users need not have any special skills or knowledge. 

10125] In FIG. 11B, a key episode guide tool set 4004t 
includes tools 4004t-1, 4004t-2, 4004t-3, 4004t-4, and 
4004t-5 to play and learn the key episodes 4008. While the 
key episode defining tool set 4006t is to designate, adjust, 
and edit starting points and endpoints for the key episodes 
4008 by working together with the semantic guide 3010, the 
tool 4004t-1 is to consecutively play the key episodes 4008 
highlighted with only a first color-code (e.g., red color only), 
the tool 4004t-2 is to consecutively play key episodes 4008 
highlighted with only a second color-code (e.g., blue color), 
the tool 4004t-3 is to consecutively play key episodes 4008 
highlighted with only a third color-code (e.g. green color), 
the tool 4004t-4 is to repeatedly play the current episode 
from among the key episodes 4008, and the tool 4004t-n is 
to play a plurality of key episodes 4008 with the same label. 
These are provided by way of an example only and not by 
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way of a limitation. The key episode guide tool set 4004t 
may be adjusted and change based on a number of label 
types, for example. 

10126] The cognitive block guide tool set 4005t includes 
tools 4005t-1, 4005t-2, 4005t-3, 4005t-4, and 4005t-5 and is 
used by the user to navigate, learn, and work with a 
particular chapter or one or more of the cognitive blocks 
4006. The cognitive block defining tool set 4007t (left and 
right bracket icon) is to adjust, edit the assignment of the 
starting point and the endpoint of a chapter by also using the 
semantic guide 3010 and the redline S2 IN. The cognitive 
block tool 4005t-1 is to reiterate or repeat a chapter or some 
other user-defined part (one of the cognitive blocks 4006). 
The cognitive block tool 4005t-2 enables the editing of the 
labels of the chapters and/or user-defined parts and the 
cognitive block tool 4005t-3 indicates the number of enrich-
ments (FIG. 12) in the chapter, and are to attach and open the 
enrichments 4002B. The tool 4005t-n indicates the number 
of templates 4002A in the chapter, and to attach and open the 
templates 4002A (FIG. 12). 

10127] The key episode defining tool set 4006t includes 
brackets with a rectangle for designating the starting point 
and the endpoint of a key episode (FIG. 12), using the 
cognitive IDs 101, and using one of the comprehension 
guides 4004 for scrolling through keywords and labeling the 
key episodes 4008. 

10128] These tools are provided by way of an example 
only and not by way of a limitation. 

10129] For example, in FIGS. hA and 12, the key epi-
sodes 4008 center around "Washington" and are labeled by 
the keyword "Washington," and are emphasized or identified 
via, for example, highlighting or color-coding (e.g., orange 
color-code). The key episodes 4008 labeled "Washington" 
are highlighted inside several different ones of the cognitive 
blocks 4006 (chapters) at different locations such as chapter 
7--The Seven Year War, chapter 13--Revolution War, and 
chapter 15—The fledgling Nation. 

10130] The label "Washington" is chosen by the user 
(presenter) who wants to emphasize and present the key role 
of "Washington" in "The Seven Years War," "Revolution 
War," and "The Fledgling Nation." 

10131] In operation 4009, the cognitive assistance system 
100 generates one or more comprehension guides 4004 and 
maps various types of labels on the respective generated 
comprehension guides 4004. That is, one type of label is 
mapped on one of the comprehension guides 4004. By way 
of an example, mapping of the key episodes 4008 on a 
comprehension guide 4004-2 is described below. 

10132] In FIGS. 8A, 8B, hA, and 12, the key episodes 
4008 are emphasized e.g., highlighted, underlined, color-
coded on the timelines S of the video, and the timelines of 
chapters S4 IN indicate the locations of the key episodes 
4008. A label of the key episodes is mapped onto the second 
comprehension guide 4004-2. 

10133] The users that define key episodes 4008 and labels 
may be viewers and/or learners. They may define their own 
key episodes 4008 and their respective labels related to their 
own importance so that they can quickly find and use them 
in the future. Based on a type of label generated, a respective 
comprehension guide is generated. The users select different 
color-codes for the highlights of their own key episodes 
4008. FIG. 12 illustrate a comprehension guide 4004-h 
generated by the user. 
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10134] Unlike the cognitive blocks 4006 that are consecu-
tively linked together, the key episodes 4008 are not linked 
in a consecutive order. The key episodes 4008 are located in 
distant places and are linked via the same label. 
10135] Optionally, the user may be provided with a sug-
gestion for the label. For example, user-defined starting 
point and endpoint for a new cognitive block 4006a is 
obtained. The cognitive block 4006a is then semantically 
analyzed to extract keywords, semantic meaning, and so on 
and various labels may be suggested to the user. For 
example, corresponding contextual blocks 3004a-n and 
semantic blocks 3006a-n may be analyzed using artificial 
intelligence to suggest an appropriate title for the user 
defined part (the cognitive block 4006a). 
10136] As another variation, the newly generated cogni-
tive block 4006a may be analyzed to determine presence or 
absence of enrichment content, explained in detail below. In 
response to determining that enrichment content (e.g., 
homework assignment and/or additional definition) exist 
and are linked to this cognitive block 4006a, the cognitive 
block 4006a may be displayed in a different manner e.g., 
emphasized and/or highlighted or a particular label type 
maybe generated (e.g., block has enrichment content). 
10137] As another variation, the comprehension guides 
4004 may be color-coded based on whether the respective 
cognitive block includes a key concept, an assignment for 
the user to complete on the comprehension board 4000. 
Additionally, when the enrichment content is completed 
(assignment completed), the respective cognitive block may 
assume a different color and when the enrichment content is 
submitted, the respective cognitive block may again change 
color. 
10138] These variations are provided by way of various 
examples and not by way of a limitation. 
10139] Referring back to the operation 4009, the second 
comprehension guide 4004-2 includes the labels of key 
episodes 4008, such as "Washington". Additionally, the 
second comprehension guide 4004-2 may further include 
cues. For example, the presenter may input a cue of "First 
President". The cue "First President" will be associated with 
"George Washington" in the comprehension-integrated 
video 1100 (FIG. hA). One or more viewers may feel more 
comfortable to search for the "first President" instead of 
"George Washington". Accordingly, in the example of FIGS. 
hA and 11B, using the cognitive block guide tool set 4005t 
and/or the key episode guide tool set 4004t, the user may 
search the integrated video 1100 using the keywords which 
are not listed as labels of the key episodes 4008 and these 
synonyms or other user-defined terms can be input into a 
search field for searching one or more of the comprehension 
guides 4004 e.g., searching for a point inside the content of 
the integrated video 1100. 
10140] Still in operation 4009, a third comprehension 
guide 4004-3 is generated. The third comprehension guide 
4004-3 may include a respective video searching box and a 
respective video label "The Story of America". When a user 
types a keyword into the respective video searching box 
(e.g., 4004-3 in FIGS. hA and 12), a list of videos related 
to that keyword is displayed on the core scaffolding platform 
1000. 
10141] In another example of FIG. 13, a user types "SAT" 
in a search box 1304, and a list of videos related to the topic 
are displayed in the core scaffolding platform 1000. Users 
can scroll the core scaffolding platform 1000 and move the 
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expected video to the redline indicator (e.g., 1000IN) and 
press "enter" to select the video to study. 
10142] As shown in FIGS. hA and 13, various compre-
hension guides 4004 are generated. For example, the third 
comprehension guide 4004-3 may relate to one or more 
labels of the contents stored in the cognitive assistance 
system 100 and include keywords related to various content. 
The keywords may include author, subject, topic, title, 
vocabulary word, and/or formula. The third comprehension 
guide 4004-3 relates to various keywords describing or 
defining various content identified by the content ID 102 see, 
e.g., the core scaffolding platform 1000 in FIG. 11 displays 
various content and/or videos such as Math 2, Calculus, 
Math 3, etc. This is provided by way of an example and not 
by way of a limitation. 
10143] According to yet another exemplary embodiment, 
the search boxes (e.g., 4004-3 in FIG. hA and 1304 in FIG. 
13) may relate to labels of the videos, whereas a second 
search box (e.g., 4004-2 in FIG. 11) may relate to labels of 
key episodes 4008. As a variation, the third and second 
search boxes may be expanded to illustrate a list of labels of 
the videos or the key episodes 4008. Based on a user 
selection of a keyword, the content or episode is displayed 
from the location of the selected keyword. Another search 
box (not shown) may relate to a keyword or a label within 
a particular content (the video episodes 2004) and not just 
the key episodes 4008. 
10144] In operation 4011, after the key episodes 4008 are 
created and mapped onto comprehension guides 4004, the 
author may attach templates 4002A onto each chapter or the 
user-defined part using the comprehension guide tool 
4005t-n and attach one or more enrichments 4002B to each 
chapter using the comprehension guide tools such as the tool 
4005t-4, as explained in further detail in FIG. 5. 
10145] In operation 4013, the cognitive insight block 4010 
is formed. That is, after labels, key episodes 4008, templates 
4002A, and enrichments 4002B are formed and attached, a 
cognitive insight block 4010 is formed, as explained in 
further detail below with reference to FIGS. 5-7. 
10146] Still referring to FIGS. 1A-4 but now together with 
FIGS. 5, 12, and 13, a method of generating a comprehen-
sion block 4002 is described, according to an exemplary 
embodiment. FIGS. 1A, 12, and 13 illustrate the compre-
hension board 4000 with a comprehension block 4002 
thereon, according to various exemplary embodiments. 
10147] In operation 5001, a user selects a user-defined part 
from among the comprehension guides 4004 in order to 
personalize and master their understanding of the part. For 
example, the user selects a first label for a user-defined part 
(a first label of a particular chapter) using the first compre-
hension guides 4004-1 generated in operation 4009 of FIG. 
4. In FIG. 12, the label "The Seven Year War" of chapter 7 
is selected in the comprehension guide 4004-1 and in FIG. 
13, the label "Function Notation-Basic" of chapter 1 is 
selected in the comprehension guide 4004-1. 
10148] In operation 5003, the user selects a template 
4002A and/or an enrichment document (the enrichment 
4002B), which are attached in the comprehension guides 
4004-5 and 4004-4. The cognitive assistance system 100 
displays the selected template 4002A or enrichment 4002B 
onto the comprehension board 4000. 
10149] The template 4002A may be a framework or a 
background for a problem, e.g., a homework that the viewer 
needs to complete based on the content in the chapter. As 
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examples, it may be texts, tables, calculation sheets, ques-
tion sheets, and so on, requiring the learners to fill in, cross, 
or select. 
10150] In FIG. 13, the template 4002A is provided and 
includes "background of the problem" 1304, "problem 
needs to be solved" 1309," and "decision needs to be made" 
1310. Additionally, the "problem-solving processing" 1306 
is added by the user to complete the template 4002A, in 
operation 5007 described below. 
10151] The enrichment 4002B is a document that provides 
the viewer additional information for the content in the 
chapter. The author may attach different perspectives of 
other authors about the content in the chapter. This is 
provided by way of an example and not by way of a 
limitation. In FIG. 12, three enrichment documents 4002B-
1, 4002B-2, and 4002B-3 and two templates 4002A-1 and 
4002A-2 for the chapter "The Seven Years War" are pro-
vided on the comprehension board 4000. The enrichment 
document 4002B-1 may be a document for reading com-
prehension. The enrichment document 4002B-1 may help 
the viewer in English reading, providing vocabulary terms 
for the history of America, and, more particularly, for "The 
Seven Years War" chapter. The viewers may use the enrich-
ment document 4002B-1 to learn English and vocabulary 
terms in the context effectively and thus deepen understand-
ing of the content and improve listening comprehension 
skills. The templates 4002A-1 and 4002A-2 may provide 
questions and possible responses in a multiple choice and/or 
an essay format. 
10152] The content creator may prepare a template 
4002A-1 or the enrichment document 4002B-1 on the com-
prehension board 4000. The content creator may input a part 
of the enrichment document 4002B-1 from one or more 
external sources and continue to complete it on the com-
prehension board 4000. Alternatively or in addition thereto, 
the content creator may retrieve it from personal cognitive 
database and attach it to this chapter for the viewers. Also, 
the content creator uses the content from other reference 
sources e.g., download via a network such as internet. 
10153] In operation 5005, the user learns and works on the 
comprehension board 4000 until the templates 4002A are 
completed and the enrichments 4002B are understood. 
10154] In FIG. 12, the enrichments 4002B on the compre-
hension board 4000 may be already completed (studied) and 
the users may just be reviewing them. For example, during 
studying of a reading comprehension document (e.g., the 
enrichment document 1 4002B-1), the user may be memo-
rizing the new vocabulary terms. Accordingly, the user may 
choose cognitive block tool 4005t-1 (FIG. 11B) and the 
comprehension board 4000 plays and reiterates chapter 7, 
"The Seven Years War." Whenever the user pauses the 
video, the comprehension board 4000 returns to display the 
reading comprehension document (e.g., the enrichment 
document 1 4002B-1). 
10155] In FIG. 13, the content is a template 4002A for 
solving a math problem. The user adds sketch, notes, expla-
nations to link the ideas on comprehension board 4000 to 
answer or solve the problem (problem solving processing 
1306). 
10156] In the same way as learning in FIG. 12, during 
working on the homework in the template 4002A, the user 
may play the video by choosing the cognitive block tool 
4005t-1. The comprehension board 4000 turns to play and 
reiterate chapter 1 with the label "Function Notation-Basic" 
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of the video lecture to show more explanations from the 
teacher teaching about how to solve a function notation 
problem. Whenever the user pauses the video, the compre-
hension board 4000 returns to display the template 4002A 
(the problem to be solved). 

10157] In addition to viewing the teacher's instruction in 
the video 2002, the user may also choose the cognitive block 
tool 4004t-3 to open the enrichments 4002B. In the enrich-
ments 4002B, the teacher may prepare additional instruc-
tions, formulas, tips, and so on, that relate to how to solve 
the identified problem effectively (the enrichments 4002B is 
not shown in FIG. 13). 

10158] The user continues working on the problem until an
answer is found e.g., the problem is solved. When the 
problem is solved, the user may choose the tool 4004t-3 to 
view the answer from the teacher in another enrichment 
4002B. 

10159] In operation 5007, the comprehension block 4002 
is established from completed templates 4002A and under-
stood enrichments 4002B. In FIG. 13, the problem is solved. 
As such, it becomes the comprehension block 4002. 

10160] In operation 5009, the cognitive assistance system 
100 saves the comprehension block 4002 in the user data-
base with one of the cognitive IDs 101 corresponding to one 
of the cognitive IDs 101 of the corresponding one of the 
cognitive blocks 4006. The formed comprehension block 
4002 mapped on the comprehension guide 4004-1. The user 
can review the comprehension block 4002 in the future 
using the cognitive block guide tools 4005t-3 and 4005t-n. 

10161] In operation 5011, the cognitive assistance system 
100 establishes the personalized cognitive insight block 
4014 in which the templates 4002A are completed and the 
enrichments 4002B are understood. In other words, the 
personalized cognitive insight block 4014 is formed for the 
personal database based on personal comprehension of the 
user by solving the templates 4002A and studying the 
enrichments 4002B. That is, a cognitive insight block 4010 
includes the comprehension block 4002 with completed 
templates 4002A and understood enrichments 4002B, notes 
4002C, etc. (see e.g., FIG. 1D). In other words, a person-
alized cognitive insight block 4014 includes user's indi-
vidual understanding and comprehension e.g., completed 
templates 4002A, studied enrichments 4002B, and so on. 

10162] Still referring to FIGS. lA-S but now together with 
FIGS. 6, 8A, and 14, a method of using one or more of the 
comprehension block 4002 is described, according to an
exemplary embodiment. FIGS. 8A and 14 are views illus-
trating the comprehension guides 4004 and the comprehen-
sion board 4000 with a comprehension block 4002 displayed 
thereon, according to various exemplary embodiments. FIG. 
6 is a flowchart illustrating a method of using content and 
one or more of the comprehension block 4002. 

10163] In operation 6001, the cognitive assistance system 
100 identifies one or more problem that need to be solved 
based on user input. The problems may be math problems, 
science problems, technical problems, multiple choice ques-
tions in various subjects and/or essay type questions in 
various subjects such as history, English, and so on. The 
problems are not limited to these examples and are appli-
cable in other domains. The problems may relate to business 
strategies, business plans, financial problems, healthcare 
related issues, or other complex problems that may be 
encountered by a user. 
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10164] In operation 6003, based on user input, a label is 
selected on a comprehension guide 4004-1 that is related to 
the problem to be solved. In one exemplary embodiment, the 
cognitive assistance system 100 may suggest a label based 
on the identified problem. For example, the user may input 
a first keyword related to the problem in a comprehension 
guide 4004-3 (FIGS. hA and 13) and obtain related labels 
on the comprehension guide 4004-1. 
10165] In FIG. 14, the user wants to build a business 
strategy for a disruptive innovation, the user types "disrup-
tive" into the comprehension guide 4004-3 (video search 
box). After the cognitive assistance system 100 receives the 
input "disruptive" through the comprehension guide 4004-3, 
the cognitive assistance system 100 controls a display to 
display a plurality of videos related to "disruptive" on the 
core scaffolding platform 1000. In the core scaffolding 
platform 1000, there may be several videos that the user has 
learned online from a Business School A, presented by the 
Professor A. The user scrolls to the video 2002 with the title 
"Disruptive Strategy" e.g., using the redline 1000IN, to 
select and view the video 2002. In FIG. 14, there are forty 
comprehension blocks such as the comprehension block 
4002. They may include personalized cognitive insight 
blocks 4014 (already completed templates 4002A and stud-
ied enrichments 4002B, see e.g., FIG. 1C) and/or the cog-
nitive insight block 4010 (that have various templates 
4002A, enrichments 4002B, notes 4002C, and so on, see 
e.g., FIG. 1C), displayed in the comprehension guide 4004-
1. 
10166] In FIG. 14, the user verifies if the disruptions relate 
to a "new-market disruption," according to the categories 
that were presented by Professor A. Therefore, the user may 
select one or more of related cognitive blocks 4006 or one 
or more of the formed cognitive insight blocks 4014, e.g., 
Chapter 12, with the label "Three Types of Innovations." 
Based on the selection, the cognitive block guide tool 
4005t-3 indicates that the selected block "Three Types of 
Innovations" includes 3 personalized enrichments 4002B 
and the cognitive block tool 4005t-n indicates that the 
selected block has ten completed templates 4002A. For 
example, the completed templates 4002A may be displayed 
in a different form depending on whether they are com-
pleted, completed partially, not yet completed, not com-
pleted correctly (80% correct, 70% correct), and so on. As 
an example, number "3" and number "10" are displayed 
with a color-code orange indicating that the enrichments 
4002B and templates 4002A, respectively, have been com-
pleted and/or fully understood. 
10167] In operation 6005, a portion of the video 2002 
related to the content of chapter 12 "Three innovation" is 
played or display on the comprehension board 4000. The 
portion of the video 2002 may include video episodes 2004 
and/or key episodes 4008 related to the label based on user 
input. That is the user may manipulate the key episode tool 
4004t-1 to only play the key episodes 4008 with color-code 
highlights. The key episodes 4008 may help the user link key 
concepts in the chapter 12. Each key episode 4008 may be 
labeled with a keyword. Different key episodes 4008 at 
different chapters may have the same label. 
10168] For example, in chapter 12, Professor A introduces 
three types of innovation through three key episodes 12-1, 
12-2, an 12-3 from among the key episodes 4008. These 
three key episodes 12-1, 12-2, an 12-3 are about sustaining 
innovation, low-end disruption, and new-market disruption. 
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The three key episodes 12-1, 12-2, an 12-3 may be labeled 
with easy keywords such as "12-1 STI" for key episode 
related to "Sustaining Innovation", "12-2 LED" for key 
episode related to "Low-end disruption", "12-3 NMD" for 
key episode related to "New-market disruption". The key 
episode "12-3 NMD" in chapter 12 links with the key 
episodes 4008 in chapters 13, 21, 22, and 30 with the same 
label "12-3 NMD". For example, in chapter 13, a key 
episode "12-3 NMD" in which the Professor A focuses on 
three characteristics of new-market disruption and in chapter 
22, a key episode "12-3 NMD" describes that an innovation 
can be both low-end disruption and new-market disruption. 
However, it cannot be both sustaining innovation and new-
market disruption. In chapter 21, a key episode "12-3 NMD" 
describes that incumbents in the industry will go after new 
technology that help them make more profit. In chapter 30, 
a key episode "12-3 NMD" describes that an innovator must 
figure out a new business model for every new-market 
disruption to secure success in competition with incumbents 
in the industry. These key episodes in various chapters share 
the same label "12-3 NMD". 
10169] In operation 6007, the user can pause the video 
2002. Based on pausing the video 2002 on a video episode 
2004a, for example, a comprehension block 4002 attached 
to the respective video episode 2004a and respective cog-
nitive block 1 4006A (chapter) is displayed on the compre-
hension board 4000 to provide additional information. For 
example, while viewing one of the key episodes 4008 having 
the label "12-3 NMD" e.g., in chapter 22 about "innovation 
can be both low-end disruption and new-market disruption," 
the user can pause the video 2002 and open enrichment 
4002B to learn case studies "Circle-up" 34-2 in chapter 39 
and "Honda" 34-2 in chapter 37. In other words, portions of 
the video 2002 may server as enrichment 4002B for another 
portion of the video 2002. 
10170] In operation 6009, the user works with the content 
on the comprehension board 4000. For example, the user can 
open templates 4002A that include tables which compare 
between sustaining innovation, low-end disruption, and 
new-market disruption, as shown in FIG. 14. Then the user 
can open templates 4002A that include tables that list 
characteristics of each type of innovation. The user may fill 
in the characteristic of his/her innovation into the template 
4002A then compare, gather information to identify the type 
of his/her innovation. In an exemplary embodiment, after the 
user works with the information on the comprehension 
board 4000, his/her analysis confirms that the proposed 
innovation is a new-market disruption. In various example 
embodiments, working with content may include forming a 
comprehension block 4002, editing templates 4002A, study-
ing enrichments 4002B, and so on. 
10171] In operation 6011, the user checks if the problem 
has been solved by reviewing the completion of the set 
target. If the user has identified "to build a business strategy 
for disruptive innovation" is the problem that needs to be 
solved. In operation 6009, the user has identified the inno-
vation is a new-market disruption, and in operation 6011, the 
user knows the problem is solved if he/she figures out a 
business model, which must be different from the business 
model of the incumbent in the industry. 
10172] Based on the review, the problem has not been 
solved (No in operation 6011). The user continues working 
with the problem by selecting one or more labels in opera-
tion 6013 and returning to the operation 6005 with the newly 
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selected one or more labels. That is, in operation 6013, the 
user identifies additional information for solving the prob-
lem and in operation 6005, the user may select chapter 34 
with the label "new business model" in the comprehension 
guide 4004-1. The user then uses the cognitive block tool 
4005t-1 to review the content of chapter 34 "New business 
model" in the form of a lecture video. The user may use the 
key episodes tool 4004t-1 to play the key episodes 4008 with 
a particular color-code or label. The key episodes 4008 help 
the user map the links of key ideas in the complex content. 
10173] In FIG. 14, there are four key episodes 34-1, 34-2, 
34-3, and 34-4 in chapter 34. The first key episode 34-1 has 
a label "34-1 new customers," the second episode 34-2 has 
a label "34-2 redefine performance," a third episode 34-3 has 
a label "34-3 different profit formula," and a fourth episode 
34-4 has a label "34-4 different distribution channels." In 
chapter 34, the first key episode 34-1 "34-1 new customers" 
describes that a new business model for an NMD should 
focus on a larger population of customers who previously 
did not have the ability to use or own the type of product 
which is a sustaining innovation of the incumbent. The third 
key episode 34-3 "34-3 different profit formula" describes 
that a new business model should not measure profitability 
by margin percentage per unit sold but rather how much 
money the company can obtain at a lower price and a much 
larger number of customers. The second key episode 34-2 
"34-2 redefine performance" describes that the new business 
model should redefine the performance for new customers 
instead of following the one defined by the original custom-
ers of the incumbent. The key episodes 4008 with the same 
label may be found in different chapters, e.g., the second key 
episode 34-2 with label "34-2 redefine performance" in 
chapter 34 may be further found in the context of chapters 
37 and 39. 
10174] In operations 6007 and 6009, the user goes back to 
chapter 34 "new business model," and opens templates 
4002A to review and/or complete items therein and opens 
enrichments 4002B to study content therein. 
10175] In operation 6015, if the problem is solved (yes in 
operation 6011), a new comprehension block 4002 such as 
the answer for the problem is formed and stored in the user's 
personal database. That is, the personalized cognitive insight 
block 4014 is enriched by including the new comprehension 
block 4002 in which a problem is solved based on semantic 
content and/or content of the video type B. 
10176] Still referring to FIGS. 1A-6, but now together with 
FIGS. 7, 8B, and 15, a method of using the combination of 
learning and experience is described, according to an exem-
plary embodiment. FIGS. 8B and 15 are views illustrating a 
comprehension board 4000 with a comprehension block 
4002 thereon, according to various exemplary embodiments. 
10177] FIG. 7 is a flowchart illustrating a method of using 
one or more photovideo and a video 2002A of a video type 
A in combination with learning videos or a video 2002B of 
a video type B to make a decision. 
10178] In operation 7001, the user identifies a problem that 
needs to be solved or a question that needs to be answered. 
In other words, the user determines that a decision needs to 
be made. For example, the user may need to make a decision 
for choosing a college to apply to, selling price for a product, 
or determine and select features or functionalities of an 
offered service, or target consumer database (select custom-
ers) to sell a product to. These are but some examples and 
not provided by way of a limitation. Other domains are 
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within the scope of the inventive concept and may include 
investment related decisions, business development deci-
sions, and/or other decisions encountered in a user's live. 

10179] In operation 7003, the user selects a label of a 
photovideo or the video 2002A from the user's personal 
database (gallery). The label relates to the identified problem 
or question. In one variation, based on the identified prob-
lem, the cognitive assistance system 100 may suggest one or 
more labels to the user. 

10180] In FIGS. 8B and 15, the user wants to make a 
decision in a Board of Directors (BOD) meeting. The user 
types "meeting" into the comprehension guide 4004-3 (e.g., 
a video search box related to keywords type label, that may 
be provided in different locations on a user interface as 
shown in FIGS. 8 and 15). The cognitive assistance system 
100 obtains user input of "meeting" using the comprehen-
sion guide 4004-3, retrieves one or more videos of the video 
type A, and controls a display to display the retrieved videos 
of the video type A related to the keyword "meeting" on the 
core scaffolding platform 1000. In the core scaffolding 
platform 1000, there may be several meeting videos that the 
user has conducted. Other meetings were with potential 
customers, vendors, and so on. The user scrolls, on the core 
scaffolding platform 1000 to select the video 2002A relevant 
to the identified problem or question e.g., the video 2002A 
with the title "Meeting with BOD" by positioning the 
indicator on the redline 1000 IN. 

10181] In FIG. 8B, there are four cognitive insight blocks 
4010-a, 4010-b, 4010-c, 4010-4d for the "Meeting with 
BOD" video 2002A that are displayed on the comprehension 
guide 4004-1. 

10182] In FIG. 15, there are a plurality of user-defined 
parts or cognitive blocks 4006a-n. The title or label of the 
first cognitive block 4006a or chapter is "Marketing strategy 
with CMO," the label of the second cognitive block 4006b 
is "Product features with CTO," the label of the third 
cognitive block 4006c is "Pricing strategy with Sales Direc-
tor," and the label of the fourth cognitive block 4006n is 
"Discussion and pending decisions." The user may want to 
review discussions and pending decisions and select the 
fourth cognitive block 4006n with the label "Discussion and 
pending decisions." The cognitive block tools 4005t-3 and 
4005t-n illustrate that the selected fourth cognitive block 
4006n "discussion and pending decisions" has no enrich-
ments 4002B and completed templates 4002A. The selected 
fourth cognitive block 4006n has two key episodes 4008 
labeled "target customers?" and "pricing?." 

10183] In operation 7005, the user selects, using the cog-
nitive block tool 4005t-1, to review contents of chapter 4 
with a label "discussion and pending decision". The cogni-
tive block tool 4004t-1 enables the user to play and replay 
the chapter 4 until another command is provided. The user 
may also select, via the key episode tool 4004t-1 to play the 
key episodes 4008 with a predetermined color-code. The key 
episodes 4008 (with the same label) help the user link a key 
idea in different chapters. 

10184] For example, in FIG. 8B, key episodes 4008 may 
be reviewed on the comprehension board 4000. In FIG. 15, 
the key episodes 4008 relating to "pricing" in chapter 4 may 
be linked with the key episode 4008 relating to "pricing" in 
chapters 3. Similarly, the key episodes 4008 relating to 
"target customer" in chapter 4 may be linked with the key 
episodes 4008 related to "target customers" in chapter 1. 
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10185] In operation 7007, the cognitive assistance system 
100 obtains a comprehension block 4002 on the compre-
hension board 4000 based on user input. That is, the user can 
pause the video 2002A and open a comprehension block 
4002 attached to each of the cognitive blocks 4006a-n. For 
example, while viewing the key video episodes 4008 in the 
cognitive block 4006a, with a label "target customer," the 
user can pause the video 2002A and open the market needs 
and feasibility study document (the enrichments 2002B) to 
learn more about the incumbent's performance and profit 
formula. The user may also open and study various 
researches such as "population of customers group A," and 
"defining product performance from customers group A." 
and so on (enrichments 2002B). 

10186] In operation 7009, the user works with the content 
on the comprehension board 4000. 

10187] With reference to FIG. 15, the user can attach the 
most relevant templates 4002A and enrichments 4002B from 
the cognitive blocks 4006a and 4006c to the cognitive block 
4006n. The user then opens various enrichments from other 
cognitive blocks 4006 (such as chapters 12, 13, 21, 22, 30, 
34, 37 and 39 of the video 2002B of the video type B in FIG. 
14 which provide theories and different case studies on three 
types of innovations, method of defining customer perfor-
mance, and the models of profit formulas). The user can 
generate new templates 4002A, which gather related infor-
mation, fill in existing templates 4002A, and so on. 

10188] The user may then decide not to pursue the first 
feature at the first launch and instead pursue the second 
feature -obtain new customers (consumer base). The user 
may also decide on a pricing strategy and profit formula, 
e.g., a low pricing strategy for customers who have less 
money and profitability not being based on the percentage of 
margin per unit sold but rather on how much money the 
company can make based on a larger population of custom-
ers. According, in operation 7011, the cognitive assistance 
system 100 checks if the decision(s) have been made. If so 
(yes in operation 7011), in operation 7015, a new compre-
hension block 4002 as a new business strategy is formed and 
a personalized cognitive insight block 4014 is enriched. That 
is, the personalized cognitive insight block 4014 is enriched 
by a new comprehension block 4002 in which a decision is 
made based on experience content (episodic content of a 
video type A) with the support of learning content of a video 
type B, such as to decide which price to sell or which 
business model to perform, etc. (see e.g., FIG. 15). 

10189] If a decision has not been made (no in operation 
7011), the cognitive assistance system 100 may provide an 
additional related comprehension block 4002 to help the 
user make the decision. 

10190] FIG. 9 is a block diagram illustrating hardware 
components of a cognitive assistance system 100, according 
to an exemplary embodiment. 

10191] In FIG. 9, a cognitive apparatus (a computing 
apparatus 900) may be a server and/or include one or more 
computers. The apparatus 900 is a processing apparatus that 
includes one or more processors 902, which may be a central 
processing unit (CPU), which controls the apparatus and its 
hardware components and executes software instructions 
stored in one or more memories such as a memory 904. By 
way of an example, the one or more processors 902 may also 
include a random access memory (RAM), a read only 
memory (ROM), one or more graphical processes, inter-
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faces, and so on. Components of the one or more processors 
902 may be connected to each other via a bus. 
10192] The processor 902 is further connected to input! 
output interfaces 906 that may connect the processor to one 
or more external device(s) 910 such as a display, which 
outputs recorded and/or original video signals in various 
forms and formats and displays the comprehension guides 
4004, the comprehension board 4000, and various compre-
hension integrated contents, timelines, platforms described 
with reference to FIGS. 8A-B, and 11-15. The external 
device(s) includes a speaker, which outputs an audio sound. 
This is provided by way of an example and not by way of 
a limitation. Multiple speakers may be provided and maybe 
external to the display. 
10193] The one or more processors 902 may be connected 
to one or more communication interfaces 908 (a network 
interface or a network card) which may include a WiFi chip, 
a Bluetooth chip, wireless network chip, and so on. The one 
or more communication interfaces 908 may further include 
one or more ports for wired connections. Additionally, the 
computing apparatus 900 may include the memory 904, 
which may store one or more of executable instructions 
which when executed by the one or more processors 902 
cause the processor to control the computing apparatus 900 
and its components. The memory 904 may further store 
audio and video data (contents) and computer executable 
instructions to be executed by the processor to perform one 
or more of the operations set forth in FIGS. 2-7, 16, and 17. 
The computing apparatus 900 may further include a user 
interface as one of the input!output interfaces 906, which 
may include buttons, keyboard, a mouse, a USB port, a 
microphone, a gesture sensor, and so on. The user interface 
receives user input in various formats such as gestures, audio 
via a microphone, keyboard, mouse, touch screen, and so on, 
provided by way of an example and not by way of a 
limitation. 
10194] The processors 902 may execute instructions 
stored in the memory 904. The instructions cause the pro-
cessor 902 to obtain, via the user interface (the input!output 
interfaces 906), a first user input, to divide multimedia data 
into a plurality of cognitive blocks based on the first user 
input, obtain, via the user interface, a second user input, 
generate a comprehension block that corresponds to a 
respective cognitive block from among the plurality of 
cognitive blocks. The comprehension block includes enrich-
ment data related to the respective cognitive block. The 
instructions further cause the processor 902 to link the 
comprehension block with the respective cognitive block to 
thereby form at least one cognitive insight with respect to the 
multimedia data and to provide the comprehension block 
based on a consecutive output of the plurality of cognitive 
blocks being paused at the respective cognitive block. 
10195] The instructions may further cause the processor 
902 to obtain multimedia data and divide the multimedia 
data into a plurality of consecutive episodic blocks. The 
instructions may further cause the processor 902 to stamp 
the plurality of consecutive episodic blocks with a corre-
sponding video identifier (ID) from among a plurality of 
video IDs and to divide, based on user input received via the 
input!output interfaces 906, the multimedia data into a 
plurality of user-defined parts. The instructions may further 
cause the processor 902 assign a label to each of the plurality 
of user-defined parts based on the user input and stamp each 
of the plurality of user-defined parts with a corresponding 
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cognitive ID from among a plurality of cognitive IDs. The 
instructions may further cause the processor 902 to control 
the display to display, based on the plurality of video IDs and 
the plurality of cognitive IDs, a comprehension guide com-
pri sing the label for each of the plurality of the user-defined 
parts while playing the plurality of episodic blocks. 

10196] FIG. 10 is a block diagram illustrating various 
components of the cognitive assistance system 100, accord-
ing to an exemplary embodiment. For example, the one or 
more processors 902 may execute the cognitive assistance 
system 100 that includes various components such as a user 
management and administrative component 922, a cognitive 
information generator 924, a comprehension infrastructure 
generator 926, a comprehension and integration generator 
928, and a cognitive network component 930. 

10197] The user management and administrative compo-
nent 922 is responsible for generating individual databases 
for each user. The database includes various content (videos) 
obtained by a user, and various corresponding comprehen-
sion blocks (generated by the user) and/or obtained with the 
video. The cognitive information generator 924 obtains 
content and sets the content into a cognitive structure 
(comprehension-integrated content). That is, the cognitive 
information generator 924 performs the operations 
described above with reference to FIGS. 2,3,16, and 17. For 
example, the cognitive information generator 924 divides 
the content into CRUs, sets identifiers, and generates the 
video platform and the video scaffolding platform 3000. 

10198] The comprehension infrastructure generator 926 
generates the comprehension board 4000 and corresponding 
tools to work with the obtained content. The comprehension 
infrastructure generator 926 further generates the compre-
hension guides 4004. That is, it performs one or more of the 
operations described above with reference to FIGS. 4-7, 16, 
and 17 and tools described with reference to FIGS. 8A, 8B, 
and 11-15. 

10199] The comprehension and integration generator 928 
generates links for the content such as links between the 
comprehension blocks 4002, the corresponding cognitive 
blocks 4006, semantic blocks 3006, and/or episodic blocks 
(the video episodes 2004). The comprehension and integra-
tion generator 928 performs one or more of the operations 
described above with reference to FIGS. 4-7, 16, and 17 by 
forming bracing link using various cognitive IDs 101, the 
comprehension ID 401, and the content IDs 102. The 
comprehension and integration generator 928 generates and 
provides for a display one or more of the timelines on 
various platforms described above with reference to FIGS. 
7, 8A, 8B, and 11-15. 

10200] The cognitive network component 930 facilitates 
communication among various users e.g., by forming a 
network in which comments are shared among viewers 
and/or the presenter. The cognitive network component 930 
is configured to provide one or more of the tools for saving 
comprehension blocks 4002, sharing them with the presenter 
and/or another user, posting contents, as described with 
reference to FIGS. 7, 8A, 8B, and 11-15. 

10201] Next, a method 1600 of providing cognitive assis-
tance by forming comprehension blocks 4002, according to 
an exemplary embodiment, is described with reference to 
FIG. 16. 

10202] The method 1600 includes obtaining, by a com-
puter, multimedia data and first user input, in operation 1602 
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and dividing, by the computer, the multimedia data into a 
plurality of cognitive blocks based on the first user input, in 
operation 1604. 
10203] The method 1600 further includes obtaining, by the 
computer, second user input, in operation 1606 and gener-
ating, by the computer, a comprehension block that corre-
sponds to a respective cognitive block from among the 
plurality of cognitive blocks, in operation 1608. The com-
prehension block includes enrichment data related to the 
respective cognitive block. 
10204] The method 1600 further includes linking the com-
prehension block with the respective cognitive block to 
thereby form at least one cognitive insight with respect to the 
multimedia data, in operation 1610 and providing the com-
prehension block based on a consecutive output of the 
plurality of cognitive blocks being paused at the respective 
cognitive block, at operation 1612. 
10205] Next, a method 1700 of providing cognitive assis-
tance by generating one or more comprehension guides 
4004, according to an exemplary embodiment, is described 
with reference to FIG. 17. 
10206] The method 1700 includes obtaining, by a com-
puter, multimedia data, in operation 1702 and dividing, by 
the computer, the multimedia data into a plurality of con-
secutive episodic blocks, in operation 1704. 
10207] The method further includes stamping, by the 
computer, the plurality of consecutive episodic blocks with 
a corresponding video identifier (ID) from among a plurality 
of video IDs, in operation 1706 and dividing, by the com-
puter, based on user input, the multimedia data into a 
plurality of user-defined parts, in operation 1708. 
10208] The method further includes assigning, by the 
computer, a label to each of the plurality of user-defined 
parts based on the user input, in operation 1710 and stamp-
ing, by the computer, each of the plurality of user-defined 
parts with a corresponding cognitive ID from among a 
plurality of cognitive IDs, in operation 1712. The method 
further includes displaying, by the computer, based on the 
plurality of video IDs and the plurality of cognitive IDs, in 
operation 1714. A comprehension guide comprising the 
label for each of the plurality of the user-defined parts while 
playing the plurality of episodic blocks. 
10209] Many changes may be apparent to those of ordi-
nary skill in the art without departing from the scope and 
spirit of the described embodiments. The terminology used 
herein was chosen to best explain the principles of the 
embodiments, the practical application or technical 
improvement over technologies found in the market place or 
to enable ordinary skill in the art to understand the embodi-
ments disclosed herein. 
10210] In an exemplary embodiment, the term "computer-
readable medium" as used herein refers to any medium that 
participates in providing instructions to a processor for 
execution. A computer readable medium may be, for 
example, but not limited to, an electronic, magnetic, optical, 
electromagnetic, infrared, or semiconductor system, appa-
ratus, or device, or any suitable combination of the forego-
ing. More specific examples (a non-exhaustive list) of the 
computer readable medium would include the following: an
electrical connection having two or more wires, a portable 
computer diskette such as a floppy disk or a flexible disk, 
magnetic tape or any other magnetic medium, a hard disk., 
a random access memory (RAM), a read-only memory 
(ROM), an erasable programmable read-only memory 
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(EPROM or Flash memory), a memory card, any other 
memory chip or cartridge, an optical fiber, a portable com-
pact disc read-only memory (CD-ROM), any other optical 
medium, punchcards, papertape, any other physical medium 
with patterns of holes, or any other medium from which a 
computer can read or suitable combination of the foregoing. 
10211] In the context of this document, a computer read-
able medium may be any tangible, non-transitory medium 
that can contain, or store a program for use by or in 
connection with an instruction execution system, apparatus, 
or device. 
10212] Another form is signal medium and may include a 
propagated data signal with computer readable program 
code embodied therein, for example, in a base band or as 
part of a carrier wave. Such a propagated signal may take 
any of a variety of forms, including, but not limited to, the 
electro-magnetic, optical, or any suitable combination 
thereof The signal medium may include coaxial cables, 
copper wire and fiber optics, including the wires that com-
prise data bus. The signal medium may be any medium that 
is not a computer readable storage medium and that can 
communicate, propagate, or transport a program for use by 
or in connection with an instruction execution system, 
apparatus, or device. 
10213] Program code embodied on a computer readable 
medium may be transmitted using any appropriate medium, 
including but not limited to wireless, wire line, optical fiber 
cable, RF, etc. or any suitable combination of the foregoing. 
10214] Computer program code for carrying out opera-
tions for aspects of the exemplary embodiments may be 
written in any combination of one or more programming 
languages, including an object oriented programming lan-
guage such as Java, Smalltalk, C++, .Net or the like and 
conventional procedural programming languages. The pro-
gram code may execute entirely on the user's computer, 
partly on the user's computer, as a stand-alone software 
package, partly on the user's computer and partly on a 
remote computer or entirely on the remote computer or 
server. The remote computer may be connected to the user's 
computer through any type of network, including a local 
area network (LAN) or a wide area network (WAN), or the 
connection may be made to an external computer (for 
example, through the Internet using an Internet Service 
Provider). 
10215] The computer-readable medium is just one 
example of a machine-readable medium, which may carry 
instructions for implementing any of the methods and/or 
techniques described herein. Such a medium may take many 
forms, including but not limited to, non-volatile media and 
volatile media. Non-volatile media includes, for example, 
optical or magnetic disks. Volatile media includes dynamic 
memory. 
10216] Various forms of computer readable media may be 
involved in carrying one or more sequences of one or more 
instructions to a processor such as a CPU for execution. For 
example, the instructions may initially be carried on a 
magnetic disk from a remote computer. Alternatively, a 
remote computer can load the instructions into its dynamic 
memory and send the instructions over a telephone line 
using a modem. A modem local to a computer system can 
receive the data on the telephone line and use an infrared 
transmitter to convert the data to an infrared signal. An 
infrared detector can receive the data carried in the infrared 
signal and appropriate circuitry can place the data on the 

Nov. 18, 2021 

data bus. The bus carries the data to the volatile storage, 
from which processor retrieves and executes the instruc-
tions. The instructions received by the volatile memory may 
optionally be stored on persistent storage device either 
before or after execution by a processor. The instructions 
may also be downloaded into the computer platform via 
Internet using a variety of network data communication 
protocols well known in the art. 
10217] The flowchart and block diagrams in the Figures 
illustrate the architecture, functionality, and operation of 
possible implementations of systems, methods and computer 
program products according to various exemplary embodi-
ments. In this regard, each block in the flowchart or block 
diagrams may represent a module, segment, or portion of 
code, which comprises one or more executable instructions 
for implementing the specified logical functions. It should 
also be noted that, in some alternative implementations, the 
functions noted in the block may occur out of the order noted 
in the figures. For example, two blocks shown in succession 
may, in fact, be executed substantially concurrently, or two 
blocks may sometimes be executed in the reverse order, 
depending upon the functionality involved. It will also be 
noted that each block of the block diagram and/or flowchart 
illustration, and combinations of blocks in the block dia-
grams and/or flowchart illustration, can be implemented by 
special purpose hardware-based systems that perform the 
specified functions or acts, or combinations of special pur-
pose hardware and computer instructions. 
10218] The terminology as used herein is for the purpose 
of describing particular embodiments only and is not 
intended to be limiting. As used herein, the singular forms 
"a", "an" and "the" are intended to include the plural forms 
as well, unless the context clearly indicates otherwise. It will 
be further understood that the terms "comprises" and/or 
"comprising" when used in this specification, specify the 
presence of stated features, integers, steps, operations, ele-
ments, and/or components, but do not preclude the presence 
or addition of one or more other features, integers, steps, 
operations, elements, components, and/or groups thereof 
10219] The corresponding structures, materials, acts, and 
equivalents of all means or step plus function elements in the 
claims below are intended to include any structure, material, 
or acts for performing the function in combination with 
other claimed elements as specifically claimed. 
10220] The description of the exemplary embodiments has 
been presented for purposes of illustration and description, 
but is not intended to be exhaustive or limiting in any form. 
Many modifications and variations will be apparent to those 
of ordinary skill in the art without departing from the scope 
and spirit of the invention. Exemplary embodiments were 
chosen and described in order to explain operations and the 
practical applications thereof, and to enable others of ordi-
nary skill in the art to understand various embodiments with 
various modifications as are suited to the particular use 
contemplated. That is, various modifications to these 
embodiments will be readily apparent to those skilled in the 
art, and the generic principles and specific examples defined 
herein may be applied to other embodiments without the use 
of inventive faculty. For example, some or all of the features 
of the different embodiments discussed above may be com-
bined into a single embodiment. Conversely, some of the 
features of a single embodiment discussed above may be 
deleted from the embodiment. Therefore, the present dis-
closure is not intended to be limited to exemplary embodi-
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ments described herein but is to be accorded the widest 
scope as defined by the features of the claims and equiva-
lents thereof 

What is claimed is: 
1. A method of providing cognitive assistance, the method 

comprising: 
obtaining, by a computer, multimedia data; 
dividing, by the computer, the multimedia data into a 

plurality of consecutive episodic blocks; 
stamping, by the computer, the plurality of consecutive 

episodic blocks with a corresponding video identifier 
(ID) from among a plurality of video IDs; 

dividing, by the computer, based on user input, the 
multimedia data into a plurality of user-defined parts; 

assigning, by the computer, a label to each of the plurality 
of user-defined parts based on the user input; 

stamping, by the computer, each of the plurality of 
user-defined parts with a corresponding cognitive ID 
from among a plurality of cognitive IDs; and 

generating and displaying, by the computer, based on the 
plurality of video IDs and the plurality of cognitive IDs, 
a comprehension guide comprising the label for each of 
the plurality of the user-defined parts while playing the 
plurality of consecutive episodic blocks. 

2. The method of claim 1, further comprising: 
processing, by the computer, a user-defined part from 

among the plurality of user-defined parts by linking the 
user-defined part to an enrichment content such that 
when playing the plurality of consecutive episodic 
blocks is paused, the user-defined part is displayed 
together with the enrichment content on a comprehen-
sion board. 

3. The method of claim 2, wherein the comprehension 
board is confgured to obtain additional user input for 
working on a problem or making a decision and further 
comprising: 

generating, by the computer, new enrichment content that 
includes the additional user input and the enrichment 
content; and 

replacing, by the computer, the enrichment content with 
the new enrichment content. 

4. The method of claim 1, wherein displaying the com-
prehension guide while playing the plurality of consecutive 
episodic blocks includes displaying an indication or display-
ing in a distinguishable manner a user-defined part from 
among the plurality of user-defined parts that corresponds to 
an episodic block currently being played from among the 
plurality of consecutive episodic blocks. 

5. The method of claim 1, wherein the plurality of 
user-defined parts include a hierarchical structure including 
a first layer of user-defined parts, each including at least one 
user-defined subpart. 

6. The method of claim 5, wherein the first layer of 
user-defined parts and the at least one user-defined subpart 
are individually searchable. 

7. The method of claim 1, further comprising: 
obtaining, by the computer, additional user input com-

prising at least one keyword for one of the plurality of 
consecutive episodic blocks; 

generating, by the computer, a set of key episodic blocks 
that are located in distant places from among the 
plurality of the episodic blocks and include the at least 
one keyword; and 
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generating, by the computer, an additional comprehension 
guide related to the set of key episodic blocks, wherein 
the comprehension guide and the additional compre-
hension guide are individually searchable. 

8. The method of claim 7, further comprising: 
obtaining, by the computer, a set of labels, each corre-

sponding to a respective user-defined part that includes 
the at least one keyword, from among the plurality of 
user-defined parts, wherein the additional comprehen-
sion guide includes the set of labels. 

9. The method of claim 7, further comprising: 
obtaining, by the computer, an additional user input; and 
assigning, by the computer, a label to a respective epi-

sodic block that includes the at least one keyword, 
based on the additional user input, wherein the addi-
tional comprehension guide comprises the label for 
each key episodic block in the set of key episodic 
blocks. 

10. The method of claim 7, wherein the comprehension 
guide and the additional comprehension guide are displayed 
in a distinguishable manner from one another and further 
comprising: 

generating one or more cues for the at least one keyword. 
11. The method of claim 1, wherein dividing the multi-

media data into the plurality of user-defined parts includes: 
obtaining user input comprising selecting a starting point 

and a stopping point in the multimedia data; and 
grouping a set of consecutive episodic blocks from among 

the plurality of consecutive episodic blocks, that cor-
respond to the multimedia data between the starting 
point and the stopping point, a user-defined part from 
among the plurality of user-defined parts, is the set of 
consecutive episodic blocks. 

12. An apparatus of providing cognitive assistance, the 
apparatus comprising: 

a memory configured to store computer executable 
instructions; and 

a processor configured to execute the stored computer 
executable instructions, which when executed by the 
processor causes the processor to perform operations 
comprising: 
obtaining multimedia data; 
dividing the multimedia data into a plurality of con-

secutive episodic blocks; 
stamping the plurality of consecutive episodic blocks 

with a corresponding video identifier (ID) from 
among a plurality of video IDs; 

dividing, based on user input, the multimedia data into 
a plurality of user-defined parts; 

assigning a label to each of the plurality of user-defined 
parts based on the user input; 

stamping each of the plurality of user-defined parts 
with a corresponding cognitive ID from among a 
plurality of cognitive IDs; and 

generating and displaying, based on the plurality of 
video IDs and the plurality of cognitive IDs, a 
comprehension guide comprising the label for each 
of the plurality of the user-defined parts while play-
ing the plurality of consecutive episodic blocks. 

13. The apparatus of claim 12, wherein the stored com-
puter executable instructions further cause the processor to 
perform an additional operation comprising: 

processing a user-defined part from among the plurality of 
user-defined parts by linking the user-defined part to an
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enrichment content such that when playing the plurality 
of consecutive episodic blocks is paused, the user-
defined part is displayed together with the enrichment 
content on a comprehension board. 

14. The apparatus of claim 13, wherein the comprehen-
sion board is confgured to obtain additional user input for 
working on a problem or making a decision and the stored 
computer executable instructions further cause the processor 
to perform additional operations comprising: 

generating new enrichment content that includes the addi-
tional user input and the enrichment content; and 

replacing, by the computer, the enrichment content with 
the new enrichment content. 

15. The apparatus of claim 12, wherein the operation of 
displaying the comprehension guide while playing the plu-
rality of consecutive episodic blocks includes displaying an 
indication or displaying in a distinguishable manner a user-
defined part from among the plurality of user-defined parts 
that corresponds to an episodic block currently being played 
from among the plurality of consecutive episodic blocks. 

16. The apparatus of claim 12, wherein the plurality of 
user-defined parts include a hierarchical structure including 
a first layer of user-defined parts, each including at least one 
user-defined subpart. 

17. A non-transitory computer readable medium encoded 
with instructions that, when executed by a processor, cause 
the processor to perform operations including: 

obtaining multimedia data; 
dividing the multimedia data into a plurality of consecu-

tive episodic blocks; 
stamping the plurality of consecutive episodic blocks with 

a corresponding video identifier (ID) from among a 
plurality of video IDs; 

dividing, based on user input, the multimedia data into a 
plurality of user-defined parts; 

assigning a label to each of the plurality of user-defined 
parts based on the user input; 
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stamping each of the plurality of user-defined parts with 
a corresponding cognitive ID from among a plurality of 
cognitive IDs; and 

generating and displaying, based on the plurality of video 
IDs and the plurality of cognitive IDs, a comprehension 
guide comprising the label for each of the plurality of 
the user-defined parts while playing the plurality of 
consecutive episodic blocks. 

18. The non-transitory computer readable medium of 
claim 17, wherein the instructions cause the processor to 
perform an additional operation comprising: 

processing a user-defined part from among the plurality of 
user-defined parts by linking the user-defined part to an
enrichment content such that when playing the plurality 
of consecutive episodic blocks is paused, the user-
defined part is displayed together with the enrichment 
content on a comprehension board. 

19. The non-transitory computer readable medium of 
claim 18, wherein the comprehension board is configured to 
obtain additional user input for working on a problem or 
making a decision and the instructions cause the processor 
to perform additional operations comprising: 

generating new enrichment content that includes the addi-
tional user input and the enrichment content; and 

replacing the enrichment content with the new enrichment 
content. 

20. The non-transitory computer readable medium of 
claim 17, wherein the instructions cause the processor to 
perform the operation of displaying the comprehension 
guide while playing the plurality of consecutive episodic 
blocks by displaying an indication or displaying in a distin-
guishable manner a user-defined part from among the plu-
rality of user-defined parts that corresponds to an episodic 
block currently being played from among the plurality of 
consecutive episodic blocks. 

* * * * * 
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