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(57) ABSTRACT 

One aspect provides operating a mobile pipe inspection 
platform to obtain two or more types of sensor data for the 
interior of a pipe; analyzing, using a processor, the two or 
more types of sensor data using a trained model, where the 
trained model is trained using a dataset including training 
sensor data of pipe interiors; the analyzing including per-
forming: identiFying, using a processor, a pipe feature loca-
tion using a first type of the two or more types of sensor data; 
and classiFying, using a processor, an identified pipe feature 
using a second type of the two or more types of sensor data; 
and thereafter producing, using a processor, an output 
including an indication of the classified pipe feature. Other 
aspects are described and claimed. 
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PIPE FEATURE IDENTIFICATION USING 
PIPE INSPECTION DATA ANALYSIS 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

10001] This application is a continuation application of 
U.S. application Ser. No. 16/184,073, having the same title, 
filed on Nov. 8, 2018, which claims priority to provisional 
U.S. application Ser. No. 62/583,694, having the same title, 
and filed on Nov. 9, 2017; the contents of each prior 
application are incorporated by reference in their entirety 
herein. 

FIELD 

10002] The subject matter described herein relates to col-
lection and use of sensor data for underground infrastructure 
such as a pipe or pipe network, and specifically relates to 
pipe feature identification and/or classification using com-
puter vision or image analysis techniques. 

BACKGROUND 

10003] Underground infrastructure such as pipe networks 
for municipalities that carry potable water, waste water, etc., 
need to be inspected and maintained. Pipes are often 
inspected as a matter of routine upkeep or in response to a 
noticed issue. 
10004] Various systems and methods exist to gather pipe 
inspection data. For example, pipe inspection data may be 
obtained by using closed circuit television (CCTV) cameras 
or using a mobile pipe inspection robot. For example, a 
mobile pipe inspection platform traverses through the inte-
rior of a pipe and obtains sensor data regarding the interior 
of the pipe, e.g., visual image data and other sensor data for 
visualizing pipe features such as pipe defects, root intru-
sions, etc. Typically, an inspection crew is deployed to a 
location and individual pipe segments are inspected, often 
individually in a serial fashion, in order to collect pipe data 
and analyze it. 

BRIEF SUMMARY 

10005] In summary, one aspect provides operating a 
mobile pipe inspection platform to obtain two or more types 
of sensor data for the interior of a pipe; analyzing, using a 
processor, the two or more types of sensor data using a 
trained model, wherein the trained model is trained using a 
dataset including training sensor data of pipe interiors; the 
analyzing comprising performing: identifying, using a pro-
cessor, a pipe feature location using a first type of the two or 
more types of sensor data; and 
10006] classifying, using a processor, an identified pipe 
feature using a second type of the two or more types of 
sensor data; and thereafter producing, using a processor, an 
output including an indication of the classified pipe feature. 
10007] Another aspect provides a system, comprising: a 
mobile pipe inspection platform that comprises two or more 
sensors to obtain two or more types of sensor data for the 
interior of a pipe; a computer system operatively coupled to 
the mobile pipe inspection platform and configured to: 
analyze the two or more types of sensor data using a trained 
model, wherein the trained model is trained using a dataset 
including training sensor data of pipe interiors; the computer 
system configured to perform: identification of a pipe feature 
location using a first type of the two or more types of sensor 
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data; classification of an identified pipe feature using a 
second type of the two or more types of sensor data; and 
thereafter production of an output including an indication of 
the classified pipe feature. 

10008] A further aspect provides a product, comprising: a 
non-transitory storage device that stores code that is execut-
able by a processor, the code comprising: code that analyzes 
two or more types of sensor data using a trained model, 
wherein the trained model is trained using a dataset includ-
ing training sensor data of pipe interiors; code that performs: 
identification of a pipe feature location using a first type of 
the two or more types of sensor data; classification of an
identified pipe feature using a second type of the two or 
more types of sensor data; and thereafter production of an
output including an indication of the classified pipe feature. 

10009] The foregoing is a summary and is not intended to 
be in any way limiting. For a better understanding of the 
example embodiments, reference can be made to the detailed 
description and the drawings. The scope of the invention is 
defined by the claims. 

BRIEF DESCRIPTION OF THE SEVERAL 
VIEWS OF THE DRAWINGS 

10010] FIG. 1(A-B) illustrates example images and pipe 
feature detection according to an embodiment. 

10011] FIG. 2(A-B) illustrates example images and pipe 
feature classification according to an embodiment. 

10012] FIG. 3 illustrates an example method of training a 
system for automatic pipe feature detection and classifica-
tion according to an embodiment. 

10013] FIG. 4 illustrates an example method of pipe fea-
ture identification and classification according to an embodi-
ment. 

10014] FIG. S illustrates an example computing device 
according to an embodiment. 

DETAILED DESCRIPTION 

10015] It will be readily understood that the components of 
the embodiments, as generally described and illustrated in 
the figures herein, may be arranged and designed in a wide 
variety of ways in addition to the examples described herein. 
The detailed description uses examples, represented in the 
figures, but these examples are not intended to limit the 
scope of the claims. 

10016] Reference throughout this specification to 
"embodiment(s)" (or the like) means that a particular 
described feature or characteristic is included in that 
example. This particular feature or characteristic may or 
may not be claimed. This particular feature may or may not 
be relevant to other embodiments. For the purpose of this 
detailed description, each example might be separable from 
or combined with another example, i.e., one example is not 
necessarily relevant to other examples. 

10017] Therefore, the described features or characteristics 
of the examples generally may be combined in any suitable 
manner, although this is not required. In the detailed descrip-
tion, numerous specific details are provided to give a thor-
ough understanding of example embodiments. One skilled 
in the relevant art will recognize, however, that the claims 
can be practiced without one or more of the specific details 
found in the detailed description, or the claims can be 
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practiced with other methods, components, etc. In other 
instances, well-known details are not shown or described in 
detail to avoid obfuscation. 
10018] Sensor data (e.g., still image data, video data, laser, 
sound or terahertz sensor data formed into a scan or other 
image, etc., collectively "sensor data") captured by one or 
more sensors of a pipe inspection robot, such as visible light 
cameras or other sensors, may be viewed by a user to 
identify pipe features such as pipe defects located inside of 
a pipe (e.g., cracks, root intrusion, sediment buildup, pipe 
wall erosion, etc.). In addition to controlling the movement 
of the pipe inspection robot, users are capable of remotely 
controlling the sensors (e.g., by utilizing pan and tilt func-
tions, etc.) to look around and attain different visual per-
spectives of the pipe. The captured sensor data may be 
viewed on a display screen by a user located at a remote 
location. 
10019] Conventionally, when observing pipe inspection 
data displayed on a screen, users may estimate the identity 
a potential defect or pipe feature that the user sees in the 
sensor data, displayed on the screen in the form of an image. 
This is often done by an experienced technician, with 
knowledge of the pipe type and history, and the technician 
estimates the location and identity (e.g., type) of the pipe 
feature. For example, on a display screen a crack in a pipe 
may appear and a user can manually annotate this pipe 
feature. However, since there are a variety of pipe features, 
the user must estimate the identities of various types of 
defects/features for a pipe. Depending on the experience of 
the users viewing the sensor data, the estimation may be 
relatively accurate or may be inaccurate. Experienced users 
may have familiarity with particular pipes and their corre-
sponding dimensions, common objects found in those pipes, 
common defects associated with the pipes, and the like. 
However, due to the abundance of different pipe types, pipe 
sizes, potential defects associated with those pipes, and the 
like, even experienced users may be unable to provide 
accurate estimations regarding the identity of particular 
visualized pipe features. Moreover, there is often a vast 
amount of pipe inspection data, making manual review and 
annotation of pipe features time consuming and costly. 
10020] Accordingly, an embodiment provides for the col-
lection and use of sensor data for underground infrastructure 
assets such as a pipe network using a mobile pipe inspection 
platform, e.g., a tracked robot, a sled inspection platform, 
etc. The sensor data obtained by sensors of such pipe 
inspection platforms is subject to automated computer vision 
or image analysis, e.g., analysis of image features from 
visual images or synthetic/constructed images such as 
images formed using laser scan data, acoustic data, terahertz 
image data, or a combination of the foregoing. 
10021] In an embodiment, an automated pipe feature 
detection or identification process is provided by analyzing 
the sensor data for the interior of the pipe. In this disclosure, 
sensor data includes visual image data as well as other 
sensor data, for example that is formed into an image. In an 
embodiment, machine learning, for example as provided by 
a neural network or other object identification technique, 
may be used to detect (locate) potential pipe feature(s) in the 
sensor data and/or to classify (identify) pipe features of the 
sensor data. In an embodiment, object(s) identified in sensor 
data reported by a pipe inspection platform may be auto-
matically classified or labelled using an automated tech-
nique, for example using a neural network that is trained to 
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identify specific pipe features. Further, an embodiment may 
make a material identification of the pipe feature(s) in some 
cases, e.g., distinguish between a crack in pipe formed of 
cement and rebar, identification of exposed rebar, identifi-
cation of root intrusion versus sediment buildup, etc. In 
some cases, additional sensor data, e.g., laser scan data, 
terahertz image data, etc., may be utilized in addition to 
visual image data. 
10022] The description now turns to the figures. The 
illustrated example embodiments will be best understood by 
reference to the figures. The following description is 
intended only by way of example and simply illustrates 
certain selected example embodiments. 
10023] Referring now to FIG. 1(A-B), example images 
and pipe feature detection according to an embodiment are 
illustrated. In the image 101a of FIG. 1A, an interior of a 
pipe is shown in which a pipe feature 102a of interest 
appears. The pipe feature 102a of image 101a is exposed 
rebar 102a in the interior of the pipe wall. This pipe feature 
102a indicates that the interior of the pipe wall has eroded 
to a significant degree. As such, if visualized by an experi-
enced technician, this pipe feature 102a may be located and 
annotated for follow up inspection, repair, etc. 
10024] An embodiment provides automated image analy-
sis techniques that detect pipe features, such as pipe feature 
102a. For example, in an initial phase, an embodiment may 
detect that an object of interest is located in an area of the 
image 103a. In the example of image 101a, the pipe feature 
102a is located within the area 103a, and an embodiment 
may automatically identify this area 103a with a bounding 
box, as illustrated in FIG. 1A. 
10025] Further, an embodiment may automatically classify 
the pipe feature 102a, e.g., for labeling or annotating the 
feature automatically, rather than relying on a technician to 
manually annotate the feature. For example, an embodiment 
may subject the image 101a, or a portion thereof, e.g., area 
103a, to further analysis in order to classiFy the pipe feature 
102a, e.g., as opposed to another pipe feature. 
10026] Turning to FIG. 1B, another image l0lb is illus-
trated, and again a pipe feature 102b is detected within the 
interior of the pipe. Here, the pipe feature 102b is a crack 
located in the pipe wall where a natural seam is located. As 
shown, an embodiment may analyze the image to automati-
cally detect feature 102b as a feature of interest, and provide 
a bounding box 103b indicating the location of the feature 
102b. Again, an embodiment may perform additional analy-
sis of the pipe feature 102b, e.g., in order to distinguish it 
from another type pipe feature, e.g., pipe feature 102a. 
10027] Turning to FIG. 2(A-B), an embodiment facilitates 
the automated detection and annotation or labeling of the 
pipe features of images 201a and 201b. By way of example, 
an embodiment may use an image classification process to 
automatically classiFy the images as containing features of a 
particular type. In an embodiment, the image classification 
may be conducted by a neural network that is trained using 
reference data, for example images of a pipe interior that are 
annotated manually in order to train the neural network. 
Thus, an embodiment may utilize a neural network to 
operate on an input image, e.g., image 201a or image 201b, 
in order to distinguish pipe features 102a or 102b, from one 
another (and other features). Thus, an embodiment may 
provide an output in which an image of the pipe interior, e.g., 
image 201a, 201b, is provided with a label or annotation 
such as "Exposed Rebar" or "Seam Crack," along with a 
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bounding box or other indication of a location of the pipe 
feature that generated the labelling or annotation. 
10028] FIG. 3 illustrates an example method of training a 
system for automatic pipe feature detection and classifica-
tion according to an embodiment. An embodiment provides 
pipe feature detection that allows training of neural networks 
to detect pipe features (such as cracks in a pipe wall, root 
intrusions, pipe erosion features such as exposed rebar, and 
the like) in images (inclusive of other sensor data) and 
indicate, e.g., define bounding boxes around, these pipe 
feature(s) automatically. An embodiment may utilize a cus-
tomized or partially customized neural network for identi-
fying the pipe features. For example, an existing model 
architecture may be used, such as DetectNet object detection 
architecture from nVidia. 
10029] At 301, training images are provided to the system, 
e.g., visual images of a pipe interior that have one or more 
pipe features of interest. By way of example, for detection 
of pipe features, training images may include images that 
contain one or more pipe feature, e.g., a crack and/or 
exposed rebar, along with metadata for each of the pipe 
feature(s). In the training images provided at 301, for 
example, the metadata may include an object classification 
(e.g., type, such as crack, root intrusion, sediment buildup, 
exposed rebar, etc.) and the location of the object within the 
image, e.g., pixel coordinates of the pipe feature(s) or of 
bounding boxes that contain the pipe feature(s). 
10030] The training images provided at 301 permit an 
embodiment to train a neural network to recognize pipe 
feature(s) of interest within the images, e.g., pipe features 
102a, 102b illustrated in FIG. 1(A-B). By way of specific 
example, in the case of a DetectNet type model, a grid is 
formed for the image and a determination is made as to 
whether each grid contains a pipe feature of interest. This 
grid approach permits the provision of a rectangular bound-
ing box around the pipe feature, as illustrated in FIG. 1(A-B) 
and FIG. 2(A-B). This of course is a non-limiting example, 
and rectangular or grid based detection need not be utilized. 
10031] By way of further example, steps 301 and 302 may 
be part of a supervised computer vision learning process 
where defined input and output pairs are provided as the 
training images. For example, using the DetectNet tech-
nique, input and output pairs of images and rectangular 
bounding boxes of training data are provided at 301 to train 
an algorithm to learn predictions on subsequent input, e.g., 
new pipe interior images collected with a pipe inspection 
platform. For identifying pipe features within pipe interior 
image, e.g., image 101a, l0lb of FIG. 1(A-B), using bound-
ing boxes determined by a neural network, training images 
provided at 301 might include a number of images and data 
files indicating coordinates for the pipe feature location(s) in 
that image. 
10032] The output of this process, as illustrated at 302, is 
a determination of detected pipe feature(s) within the 
images, e.g., pipe feature(s) is/are being detected or not 
being detected, for example as judged by a comparison to 
known feature data of the training images or by visualizing 
a visible indication, e.g., a bounding box, etc. If pipe features 
are detected, as determined at 302, these may be validated as 
part of the training process, as illustrated at 304. For 
example, validation at 304 may include manual review and 
confirmation of pipe feature detection and/or bounding box 
locations within the training images. This may be an auto-
mated or manual process, or both. For example, an algorithm 
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may compute if an identified bounding box for a pipe feature 
matches a known location of the pipe feature in a test image. 
If pipe features are not being detected, or not being detected 
properly, as determined at 302 and/or 304, update(s) or 
changes to the training images and/or the model (e.g., neural 
network) used to detect pipe feature(s) may be made. This 
permits iterative analysis of training data and improvement 
in the precision and/or accuracy of automated pipe feature 
detection. 
10033] It should be noted that the exact type of classifi-
cation used for identifying pipe features and/or classifying 
or labeling the pipe feature types is not limited to the 
examples described in this specification. However, the type 
of model may influence the accuracy or usefulness of the 
automated image processing. That is, a deep learning neural 
network model, such as GoogLeNet or DetectNet, may be 
preferable over a feature-based technique (i.e., manually 
engineered features for each region of an image of interest 
and training of a classifier). However, depending on the 
application, such feature based classifiers or other tech-
niques may be acceptable or preferred, e.g., due to limited 
computing resources being available, less accuracy being 
required, etc. 
10034] In addition to pipe feature detection and indication 
(e.g., with a bounding box), or in lieu of such pipe feature 
detection and indication, an embodiment may classify or 
label images, e.g., with a pipe feature identification or label. 
This pipe feature classification or labelling may be applied 
at the image level (e.g., image is determined to include one 
or more pipe features) or at the pipe feature level (e.g., a 
bounded pipe feature is determined to be a particular type or 
types). As shown in FIG. 3, an embodiment may further or 
alternatively be provided with training data for classifying 
images or detected pipe features within the images. 
10035] This process may begin with a training phase, as 
for example by the provision of training images as illustrated 
at 305. Similar to pipe feature detection, illustrated at 302, 
an embodiment may determine if pipe features are being 
accurately classified at 306. For example, a training image 
provided at 305 may include an input image of a known pipe 
feature as well as meta data identifying or classifying the 
image as containing that particular feature. Moreover, the 
training image provided at 305 may include an image 
sub-part, e.g., part of an image including a detected object 
located at 302, and a correct classification type for that 
object, e.g., pipe feature type, material, etc. 
10036] At 306, the classification model is evaluated, which 
again may include a neural network or other classifier, and 
an embodiment can continue to train the model, e.g., as 
illustrated at 307, until the classification model is perform-
ing classification at an adequate level for the application(s) 
in question. Once this occurs, the training phase may be 
completed, as illustrated at 308. Again, the particular type of 
machine learning model to be used for classification may be 
selected using a variety of factors, e.g., a desired accuracy, 
an available amount of processing power, etc. 
10037] Referring to FIG. 4, illustrated is an example 
method of pipe feature detection and classification according 
to an embodiment. As illustrated, at 401 a pipe inspection 
platform is operated. The pipe inspection platform may 
include an autonomous mobile pipe inspection robot, a sled 
type arrangement or any other inspection platform that 
permits retrieval of sensor data, broadly understood to 
include visual image data, as well as other data types 
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collected from a variety of sensors. The sensor data is 
obtained from the pipe inspection platform at 402, e.g., 
visual images or other sensor data is stored in memory, for 
example of a pipe inspection robot or in the memory of a 
remote device that is operatively coupled to the pipe inspec-
tion platform. 
10038] Thereafter, in the example case of visual images, 
the images are subjected to an automated analysis process at 
403. For example, object detection and/or classification is 
performed, e.g., using a neural network or other classifier, to 
detect pipe features and/or to classify or label the pipe 
features or images. The analysis performed at step 403 may 
include object detection, object classification, or both. The 
analysis performed at 403 may be conducted locally, i.e., on 
the pipe inspection platform, or remotely, e.g., after sensor 
data is transmitted to a cloud device or remote server. 
10039] In one example analysis, it is determined at 404 if 
pipe feature(s) are detected. If so, e.g., a seam crack or 
exposed rebar is identified as an object within the image, an 
embodiment may indicate the pipe feature(s), e.g., draw a 
bounding box around the pipe feature, as for example 
illustrated at 405. Irrespective if any such pipe feature is 
detected, or even if a location of the pipe feature cannot be 
determined with adequate accuracy, an embodiment may 
classify the images as containing pipe feature(s), as illus-
trated at 406. Of course, if one or more pipe features are 
detected at 404, these may also be subject to classification at 
406. 
10040] At 406, an embodiment performs an automated 
classification of the images and/or the objects detected in 
order to classiFy the pipe feature(s) contained in the image 
data (or other sensor data). For example, for a pipe feature 
detected at 404, image data associated with that object may 
be supplied to a model or classifier to classify the pipe 
feature as a particular type. Likewise, for an image for which 
an embodiment did not detect a pipe feature (whether or not 
object detection was attempted), the image may be subjected 
to a model or classifier trained to classify image data in order 
to attempt a classification of the image as containing a pipe 
feature of a particular type. In some cases, a user may 
manually annotate or identiFy a pipe feature or region of 
interest prior to subjecting the image data to classification at 
406. 
10041] If one or more pipe features are classified, the pipe 
feature(s) are identified at 407. For example, a visual indi-
cation may be provided with a label listing the type(s) of 
pipe features detected. In an embodiment, such labels or 
annotations may be visually associated with locations of the 
detected pipe feature, as for example illustrated in FIG. 
2(A-B). As illustrated in FIG. 4, image data may be dis-
played for a user to review. For example, an image may be 
displayed without any labelling (e.g., labelling data as 
illustrated in FIG. 2(A-B). In contrast, for images in which 
pipe features are detected and/or classified, an image may be 
displayed with labeling data (again as illustrated in FIG. 
2(A-B)). 
10042] Therefore, an embodiment facilitates automated 
analysis of pipe inspection data, and includes a capability to 
detect pipe features, for example providing a visual such as 
a bounding box around the feature. Further, an embodiment 
provides for an automated image analysis in the form of 
classification, and thus can provide an output in which pipe 
feature(s) are annotated or labelled in the image. This 
improves the process of reviewing pipe inspection data by 
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applying an automated analysis to the pipe inspection data. 
This may, for example, serve as a first pass that flags certain 
parts of expansive pipe inspection data for further human 
review, flags certain parts of a pipe network, e.g., by 
correlating pipe inspection data with a physical pipe or pipe 
segment, for further analysis, repair, etc. Thus, a user may be 
provided with a visual highlighting area(s) of a pipe network 
that contain a certain type of feature, e.g., wall erosion of 
more than 50% and having exposed rebar visible, and the 
user may be able to display images of the features with 
annotations, e.g., by clicking on a highlighted graphic within 
the pipe network illustration to display an image such as 
illustrated in FIG. 2A. 
10043] It should be noted that an embodiment may utilize 
a variety of image data and sensor data types in performing 
the automated analyses illustrated by way of example in 
FIG. 4. This sensor data may be utilized alone or in some 
combination. For example, a pipe feature detection and/or 
classification process may be performed for two or more 
image types, e.g., visual images and terahertz images, for the 
same pipe area. This may improve the accuracy of pipe 
feature detection and/or pipe feature classification. For 
example, a visual image of a pipe feature such as exposed 
rebar may be detected and classified by a neural network 
with a 50% confidence level. However, analysis of a tera-
hertz image of that same pipe location may detect and 
classify an image as containing exposed metal associated 
with rebar, again at a 50% confidence level. Taken together, 
this may increase the confidence of the overall classification, 
i.e., a section of pipe includes wall erosion and exhibits 
exposed rebar. 
10044] Similarly, certain types of sensor data, e.g., tera-
hertz data, may be combined to permit an embodiment to 
perform material identification, alone or in some combina-
tion with analysis of other sensor data. Again, by way of 
example, an embodiment may first identiFy a pipe feature 
location within a visual image, e.g., exposed rebar, which is 
visually identified with a bounding box. Further, an embodi-
ment may thereafter analyze a terahertz image of the same 
area of the pipe interior to identify material(s) associated 
with the feature, e.g., cement, oxidized metal, etc. Similar 
analyses may be performed for other feature types using 
other sensor data types, alone or in some combination. 
10045] It will be readily understood that certain embodi-
ments can be implemented using any of a wide variety of 
devices or combinations of devices. Referring to FIG. 5, an
example device that may be used in implementing one or 
more embodiments includes a computing device (computer) 
510, for example included in a pipe inspection platform 
and/or another computer system, e.g., remote server or cloud 
computing device. 
10046] The computer 510 may execute program instruc-
tions or code configured to store and analyze sensor data and 
perform other functionality of the embodiments, as 
described herein. Components of computer 510 may 
include, but are not limited to, a processing unit 520, a 
system memory 530, and a system bus 522 that couples 
various system components including the system memory 
530 to the processing unit 520. The computer 510 may 
include or have access to a variety of non-transitory com-
puter readable media. The system memory 530 may include 
non-transitory computer readable storage media in the form 
of volatile and/or nonvolatile memory devices such as read 
only memory (ROM) and/or random access memory 
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(RAM). By way of example, and not limitation, system 
memory 530 may also include an operating system, appli-
cation programs, other program modules, and program data. 
For example, system memory 530 may include application 
programs such as image object identification and classifica-
tion software and/or sensor operational software. Data may 
be transmitted by wired or wireless communication, e.g., 
from one computing device to another computing device. 
10047] A user can interface with (for example, enter com-
mands and information) the computer 510 through input 
devices such as a touch screen, keypad, etc. A monitor or 
other type of display screen or device can also be connected 
to the system bus 522 via an interface, such as an interface 
550. The computer 510 may operate in a networked or 
distributed environment using logical connections to one or 
more other remote computers or databases. The logical 
connections may include a network, such local area network 
(LAN) or a wide area network (WAN), but may also include 
other networks/buses. 
10048] It should be noted that the various functions 
described herein may be implemented using processor 
executable instructions stored on a non-transitory storage 
medium or device. A non-transitory storage device may be, 
for example, an electronic, electromagnetic, or semiconduc-
tor system, apparatus, or device, or any suitable combination 
of the foregoing. More specific examples of a non-transitory 
storage medium include the following: a portable computer 
diskette, a hard disk, a random-access memory (RAM), a 
read-only memory (ROM), an erasable programmable read-
only memory (EPROM or Flash memory), a portable com-
pact disc read-only memory (CD-ROM), or any suitable 
combination of the foregoing. In the context of this docu-
ment "non-transitory" includes all media except non-statu-
tory signal media. 
10049] Program code embodied on a non-transitory stor-
age medium may be transmitted using any appropriate 
medium, including but not limited to wireless, wireline, 
optical fiber cable, RF, etc., or any suitable combination of 
the foregoing. 
10050] Program code for carrying out operations may be 
written in any combination of one or more programming 
languages. The program code may execute entirely on a 
single device, partly on a single device, as a stand-alone 
software package, partly on single device and partly on 
another device, or entirely on the other device. In some 
cases, the devices may be connected through any type of 
connection or network, including a local area network 
(LAN) or a wide area network (WAN), or the connection 
may be made through other devices (for example, through 
the Internet using an Internet Service Provider), through 
wireless connections, or through a hard wire connection, 
such as over a USB connection. 
10051] Example embodiments are described herein with 
reference to the figures, which illustrate example methods, 
devices and program products according to various example 
embodiments. It will be understood that the actions and 
functionality may be implemented at least in part by pro-
gram instructions. These program instructions may be pro-
vided to a processor of a device to produce a special purpose 
machine, such that the instructions, which execute via a 
processor of the device implement the functions/acts speci-
fied. 
10052] It is worth noting that while specific blocks are 
used in the figures, and a particular ordering of blocks has 
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been illustrated, these are non-limiting examples. In certain 
contexts, two or more blocks may be combined, a block may 
be split into two or more blocks, or certain blocks may be 
re-ordered or re-organized or omitted as appropriate, as the 
explicit illustrated examples are used only for descriptive 
purposes and are not to be construed as limiting. 
10053] As used herein, the singular "a" and "an" may be 
construed as including the plural "one or more" unless 
clearly indicated otherwise. 
10054] This disclosure has been presented for purposes of 
illustration and description but is not intended to be exhaus-
tive or limiting. Many modifications and variations will be 
apparent to those of ordinary skill in the art. The example 
embodiments were chosen and described in order to explain 
principles and practical application, and to enable others of 
ordinary skill in the art to understand the disclosure for 
various embodiments with various modifications as are 
suited to the particular use contemplated. 
10055] Thus, although illustrative example embodiments 
have been described herein with reference to the accompa-
nying figures, it is to be understood that this description is 
not limiting and that various other changes and modifica-
tions may be affected therein by one skilled in the art without 
departing from the scope or spirit of the disclosure. 

What is claimed is: 
1. A method, comprising: 
operating a mobile pipe inspection platform to obtain two 

or more types of sensor data for the interior of a pipe; 
analyzing, using a processor, the two or more types of 

sensor data using a trained model, wherein the trained 
model is trained using a dataset including training 
sensor data of pipe interiors; 

the analyzing comprising performing: 
identiFying, using a processor, a pipe feature location 

using a first type of the two or more types of sensor 
data; and 

classiFying, using a processor, an identified pipe feature 
using a second type of the two or more types of 
sensor data; and 

thereafter producing, using a processor, an output includ-
ing an indication of the classified pipe feature. 

2. The method of claim 1, wherein the analyzing com-
prises automated object detection. 

3. The method of claim 1, wherein the analyzing com-
prising receiving user input to select a pipe feature. 

4. The method of claim 1, wherein the trained model 
comprises a trained neural network. 

5. The method of claim 4, wherein the trained neural 
network comprises a neural network trained using reference 
visual images with annotated pipe features or pipe feature 
locations. 

6. The method of claim 5, wherein the annotated pipe 
features are annotated by a human operator. 

7. The method of claim 1, wherein the pipe feature is 
selected from the group of pipe features consisting of: a 
crack in a pipe wall, erosion in a pipe wall, sediment buildup 
in a pipe wall, and an intrusion through a pipe wall. 

8. The method of claim 1, wherein the two or more types 
of sensor data for the interior of a pipe comprise two or more 
of laser pipe inspection data, sonar pipe inspection data, 
infrared pipe inspection data, and terahertz pipe inspection 
data. 

9. The method of claim 8, wherein the classifying com-
prises a material identification of the pipe feature. 
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10. The method of claim 9, wherein the indication com-
prises a display element listing the material identification in 
visual association with the pipe feature. 

11. A system, comprising: 
a mobile pipe inspection platform that comprises two or 

more sensors to obtain two or more types of sensor data 
for the interior of a pipe; 

a computer system operatively coupled to the mobile pipe 
inspection platform and configured to: 

analyze the two or more types of sensor data using a 
trained model, wherein the trained model is trained 
using a dataset including training sensor data of pipe 
interiors; 

the computer system configured to perform: 
identification of a pipe feature location using a first type 

of the two or more types of sensor data; 
classification of an identified pipe feature using a 

second type of the two or more types of sensor data; 
and 

thereafter production of an output including an indica-
tion of the classified pipe feature. 

12. The system of claim 11, wherein the computer system 
is configured to perform automated object identification. 

13. The system of claim 11, wherein the computer system 
is configured to receive user input to select a pipe feature. 

14. The system of claim 11, wherein the trained model 
comprises a trained neural network. 

15. The system of claim 14, wherein the trained neural 
network comprises a neural network trained using reference 
visual images with annotated pipe features or pipe feature 
locations. 
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16. The system of claim 15, wherein the annotated pipe 
features are annotated by a human operator. 

17. The system of claim 11, wherein the pipe feature 
comprises one or more of a crack in a pipe wall, erosion in 
a pipe wall, sediment buildup in a pipe wall, and an intrusion 
through a pipe wall. 

19. The system of claim 11, wherein the two or more types 
of sensor data for the interior of a pipe comprise two or more 
of laser pipe inspection data, sonar pipe inspection data, 
infrared pipe inspection data, and terahertz pipe inspection 
data. 

20. A product, comprising: 

a non-transitory storage device that stores code that is 
executable by a processor, the code comprising: 

code that analyzes two or more types of sensor data using 
a trained model, wherein the trained model is trained 
using a dataset including training sensor data of pipe 
interiors; 

code that performs: 

identification of a pipe feature location using a first type 
of the two or more types of sensor data; 

classification of an identified pipe feature using a 
second type of the two or more types of sensor data; 
and 

thereafter production of an output including an indica-
tion of the classified pipe feature. 

* * * * * 
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